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Introduction

David D. Clark

DAVID D. CLARK, a Fellow of the
American Academy since 2002, is
a Senior Research Scientist at the
mit Computer Science and Arti½-
cial Intelligence Laboratory. He
served as Chief Protocol Architect
in the development of the Internet.
His current research looks at re-
de½ning the architectural under-
pinnings of the Internet and the
relation of technology and archi-
tecture to economic, societal, and
policy considerations. He is help-
ing the U.S. National Science
Foundation organize its Future
Internet Design program.

This issue is concerned with the experience of
using the Internet: how its character shapes the
user experience and how our collective online par-
ticipation raises larger societal and political ques-
tions. For most of us, the Internet has become
indispensable. Whether we are sending email mes-
sages or searching the Web, it is a part of our daily
lives. It seems to bring powerful bene½ts, and thus
we use it, but it also appears to bring risks, limita-
tions, and frustrations, causing some to react with
mixed emotions. People fear loss of privacy and
misuse of personal information; they fear the cor-
ruption of their computers by malicious software
(malware); they fear the possible loss of precious
information now stored online; and they resent the
complexity of using all this technology. Some peo-
ple refuse to use computers and the Internet for
exactly these reasons, leading us to ask, why is the
Internet what it is? What, or who, shapes its char-
acter? Are there technical factors that de½ne what
can and cannot be done on the Internet? How do
the motivations of designers influence the charac-
ter of the Internet? Are we “locked in” to a con-
strained set of capabilities, or is the future of the
Internet open to many possibilities? Through a
variety of essays, this issue explores that set of
questions.
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The original design goal of the Internet
was modest: to facilitate the remote shar-
ing of expensive computing equipment,
at a time when computing was expensive.
But even before the Internet became
operational in 1983, the notion of its
power as a tool for people to interact
among themselves had taken hold. The
½rst method to emerge was email, fol-
lowed by an explosion of options: web-
sites for sharing content, blogs, instant
messaging, and “chatting”; shared par-
ticipation in virtual worlds; social net-
working sites such as Facebook and Twit-
ter; and so on–a seemingly endless array
of tools to interact, collaborate, commu-
nicate, and learn. 

Questions that center on the user expe-
rience are sometimes lost in other de-
bates that arise around the Internet and
its future. From a corporate perspective,
the Internet is to a large extent driven by
commerce, that is, the business of selling.
Users are commonly the buyers, and only
sometimes (as with auction sites such as
eBay or job-search sites) the sellers. Con-
sumers consume: they buy physical ob-
jects, which are then delivered to their
doors, and they buy virtual products that
exist only in digital form, such as music,
video content, and movies. Even when
users are not actively buying, but are sim-
ply “cruising the Web” or using social
media, much of what they see is ½nanced
by embedded advertising. In this limited
view of the Internet, what is needed is a
stable and predictable platform that
appeals to a set of users affluent enough
to have a credit card. But this outlook
does not address other aspects of the di-
verse Internet experience, such as partic-
ipation in civic discourse or politics, or
the simple social process of interacting
with friends. 

In Washington today, the Internet is
increasingly viewed through the lens of
security. There is talk about cyber-war,

cyber-espionage, and attacks on critical
infrastructure. This perspective is not
concerned directly with what good might
be done online, but with preventing bad
outcomes that might cripple the utility of
the Internet, for the needs of both the
nation and the individual–and of course,
for the business of selling. 

This issue focuses on the user experi-
ence and the Internet as a platform for
the wide-ranging endeavors of society
because these subjects are sometimes
drowned out by the loud voice of selling
and the shrill call for security. For many
of us, our real hope for the Internet is this
broad aspiration, even if it must be ½-
nanced by commerce. This issue explores
the aspects of the Internet that will make
it a hospitable platform for socially ori-
ented activities and asks what we can
learn from observing how the Internet is
used today. A broad view of the Internet
takes us beyond the commercial to the
space of culture, politics, and–dare we
hope–toward a still fragmentary and
fragile global civil society.

The positive and negative aspects of
email illustrate some of the issues that we
must consider in attempting to under-
stand how to make the Internet a hos-
pitable place. Email was the ½rst applica-
tion that allowed users to interact. In the
early days of the Internet, the user com-
munity was small and rather homoge-
neous, and email was an effective mecha-
nism for communication. As the user
community expanded, the phenomenon
of bulk unsolicited email, otherwise
called spam, emerged. The original de-
signers of email were perhaps a bit naive
in thinking that all users would be virtu-
ous, polite, and trustworthy, but there
were also two conscious design choices
that, in retrospect, led to the proliferation
of spam. The ½rst was our preference that
email be an “open” system whereby any-
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one could send to anyone, like the phone
system. One could print one’s email ad-
dress on a business card or have it listed
in an organization’s directory so that
others could ½nd and use it. The second
was our resistance to requiring veri½-
cation of one’s identity in order to send
email messages; we did not like the
implications of mandatory identity cards
or “Internet driver’s licenses.” But this
openness allowed users to forge their
identities. Once spam emerged, we real-
ized that we had no good means to con-
trol or discipline spammers because they
often operated outside the legal jurisdic-
tion of targeted recipients, and they
devised a variety of tricks to avoid detec-
tion and deterrence. 

A number of important points can be
drawn from this example. The ½rst is that
the Internet and email are two different
things. One way to explain this difference
is by analogy to other systems, perhaps
the most accessible being the “informa-
tion highway” that emerged in the 1990s.
The highway analogy is apt in one re-
spect: the Internet itself is a transport
infrastructure over which all sorts of
applications run, just as a highway is an
infrastructure over which all sorts of
vehicles run. Thus, it is the Internet that
permits email to exist, but it is the partic-
ular design of the email application that
de½nes and constrains the user experi-
ence. When we talk about the Internet, we
need to clarify whether we mean only the
transport infrastructure or the total expe-
rience–infrastructure and applications–
that users perceive. 

In the same way that email is distinct
from the Internet infrastructure on
which it sits, the Internet’s many differ-
ent applications (such as email, the Web,
games, or Internet telephony) are dis-
tinct from each other. Each contains
speci½c design features that create a dif-
ferent context to shape the user experi-

ence; different applications can provide
very different experiences. 

A number of design features influence
the collective social experience that the
Internet provides. Here, I highlight three
that are illustrated in the case of email
and that factor into a number of the
papers in this volume: identity, trust, and
controlling bad behavior. How each of these
considerations is approached will to a
large extent de½ne the character of the
various experiences that we have when we
interact with others across the Internet. 

In the real world, we have many ways 
to manage and track identity. We get to
know people face to face, and recognition
of physical cues is enough to evoke our
knowledge of who someone is. In more
structured situations, we use identity cre-
dentials (such as driver’s licenses or 
passports) or third-party introductions.
When we communicate across the Inter-
net, none of the face-to-face cues are
available, and we usually lack the more
structured credentials. On the Internet, it
sometimes seems as if users run around
with bags on their heads. 

This situation begs the question of why
the Internet does not have some sort of
built-in identity mechanism that would
allow users to be sure of whom they are
talking to. The answer is that different
applications create different kinds of
shared experiences, which have different
requirements for identity. If we were to
add an identity mechanism to the infra-
structure–to the transport layer that
de½nes the Internet–then it would work
the same way for all applications, just as
the width of a road constrains all vehi-
cles. It would be the same for a consumer
completing a banking application and a
provider of sensitive information about
medical conditions. It would be the same
for a dissident in a repressive country, an
investigative reporter, or a stockbroker
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dealing with a client. That uniformity
does not seem to match the needs of
Western-style society. In some cases, the
communicating parties need strong evi-
dence of identity (for example, when a
customer deals with a bank); in others,
strong anonymity is crucial (as when we
try to protect political speech). 

The desire to vary mechanisms by cir-
cumstance suggests that tools to manage
identity should not be built into the infra-
structure layer of the Internet but into
the applications themselves. Indeed,
some applications contain strong identi-
ty tools. For example, banks go to consid-
erable lengths to ensure that they are
talking to known clients, and credit card
companies act as trusted third parties to
identify buyers and sellers in an online
purchase. But to impose a uniform strong
set of identity mechanisms on the Inter-
net itself would have many negative
social consequences. 

Consider the above example of email.
Given that the prevalence of spam makes
email problematic today, should those
responsible for email now redesign it so
that every sender identi½es himself with
a valid identity credential issued by a
trusted third party? I would argue that
this measure would be overkill; it would
not match the actual requirements of
email as a social interaction tool. When
we are introduced to people, we normally
do not ask to see their driver’s licenses.
We use a social process that has been well
honed over the ages, called “getting to
know them.” Over time, we build up a
model of who people are and of the
extent to which they are trustworthy in
the role for which we know them. This
process can be used with email as well.
Imagine that all email users on the Inter-
net had the option of constructing a cre-
dential that certi½es who they are. Tech-
nically, such a credential is easy to create
using encryption, and many people have

done so already. From a face-to-face per-
spective, this approach sounds a little
odd: what good does it do for me to have
a certi½cate in which I assert that I am
me? In the context of the Internet, it pre-
vents others from impersonating me. If
the credential is properly constructed,
there is no way for someone else to forge
it unless that person breaks into my com-
puter (another issue to be considered).
Using such a certi½cate does not tell you
much the ½rst time I send an email mes-
sage to you. (Of course, if it mattered,
you could call me on the phone or other-
wise ask me if indeed I am the person
who sent the email message.) The second
time I send you a message, or the tenth or
the hundredth, you can be assured that
you are having a conversation with the
same person. You are, in the phrasing
used above, “getting to know me.” This is
one possible approach to the problem of
identity, and different applications, with
different social contexts, will call for dif-
ferent approaches. 

Identity, while important, is not an end
in itself. Identity is a mechanism that
allows us to deal with the other two
issues listed above. This brings us to the
second issue: trust.

As we interact with others in various
contexts, we make complex and subtle
judgments about trust. We assess whether
the parties are trustworthy, whether
there are constraints that will limit bad
action, and whether we should be con-
½dent, cautious, or fearful. We assess
strangers on a bus, we decide whether we
are at risk of being cheated by a checkout
clerk, and we judge whether our friends
are more or less trustworthy in different
roles. Sometimes we judge wrongly; we
may be deliberately misled by a “con½-
dence artist,” or we may simply not know
someone well enough. But the ability to
make and rely on useful assessments
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about trust is fundamental to a working
society. 

On the Internet, the cues we rely on to
gauge trust face to face are weak, and our
judgments are prone to failure. The inter-
play between identity and trust is clear. If
we cannot know for sure with whom we
are talking, if everyone has a bag on his or
her head, it makes little sense to assign
different levels of trust to different peo-
ple. A malicious person can (and, in fact,
will) pretend to be a good friend. The
design of an identity system must take
into consideration what sort of identity is
needed for appropriate assessment of
trust in a particular context. The applica-
tion designer must know which identity
cues would be useful for different appli-
cations. 

Just as there are many ways to con-
struct and track identity, there are many
ways to assess trust. We need the Internet
equivalent of being able to tell when we
are “going to a bad neighborhood.” Will
this website infest my machine with
malicious software? Will it attempt to
steal information about me? Will this
merchant defraud me? Many applica-
tion-speci½c mechanisms have been put
in place to deal with these questions. For
example, eBay’s reputation system per-
mits buyers and sellers to evaluate each
other. Credit card companies not only
keep track of buyers and sellers, they
cover losses from fraudulent charges. In
effect, they act as insurance companies,
which relieves the buyers and sellers
from having to make as strong a trust
assessment as they might have to other-
wise. Certainly, it is in the ½nancial inter-
est of credit card companies to provide
this service; the sharing of risk allows
markets to function, and it is also possi-
ble to make a pro½t through the business
of providing insurance. 

One of the interesting trends on the
Internet is rating sites, where users give

ratings of everything from hotels and
restaurants to clothing and movies. Cur-
rent schemes may have flaws, but they
signal an important transition from an
isolated, individual Internet experience
to one embedded in a shared social con-
text. In the real world, most of what we
do is rooted in a shared context, but the
original image of the “personal com-
puter,” for use at home, alone, seemed 
to decouple our respective experiences.
Designers of applications have had to
reconstruct that ability to share experi-
ences and generate understanding of the
world through interactive processes prev-
alent offline. 

Some “social interaction” schemes can
be abused, just as spammers abuse email.
Most rating sites do not demand that users
give a strong veri½cation of their identity.
They may require their users to give some
bits of information about themselves,
but instead of being identi½ed by name,
users choose a “handle” or pseudonym.
What is to prevent a user from creating
multiple pseudonyms and posting scores
of bogus reviews, positive or negative, to
change the rating of something? 

Perhaps we would be more comfort-
able with reviews and ratings provided by
our friends, people we know and (to an
adequate degree) trust. Network-based
constructs, such as social networking
sites like Facebook, allow us to relate to
our friends online. They capture a robust
aspect of identity because users (usually)
link their online identity to friends that
they know in the real world. Given that
these sites function on a basis of strong
identity, not just pseudonyms, they
might serve as the foundation for a rating
scheme that allows the user to place a
higher degree of trust in the ratings. 

Not all users are nice or trustworthy.
Internet applications must be construct-
ed to detect and deal with “bad apples.”
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What are the options? If the law has been
broken, perhaps the law enforcement
tools that are open to the government can
be used. But what if people online are
simply rude or disruptive? How can a
community protect itself? Spammers
disrupt blogs by putting their spam mes-
sages into the comment sections of blogs.
Disruptive players (called “griefers”)
interfere with multiplayer games through
behavior or tactics that are irritating to
other players. 

A clear response to such behavior is
shunning or expulsion from the commu-
nity. The question for an application
designer is whether the ability to shun or
expel a user should be part of the system.
Again, the issue of identity is key. If the
application requires that users provide a
strong indication of identity that is hard
to forge or replicate, then a user can be
ejected. Games that require users to sign
up with a credit card can reject the card,
which means that expelled players can
return only as many times as they have
different cards. A credit card company
can refuse to serve a merchant, or refuse
to authorize a payment to an overextend-
ed purchaser. On social networking sites
such as Facebook, if the users have
invested a great deal of effort construct-
ing an identity that is linked to the identi-
ty of friends, ejection would be a painful
punishment. But if a system does not
require a user to present a strong form of
identity, as many do not, then a user
ejected under one pseudonym can obtain
another and return. 

The construction of online identity is
an important aspect of forming a stable
community. On the one hand, demands
for strong con½rmation of “real” identity
may chill certain sorts of valid behavior,
from political speech to searching for
information on sensitive health issues.
On the other hand, weak identity may
make it hard to detect misbehavior (such

as “ballot stuf½ng” on rating sites) or to
eject misbehaving users. 

As we begin to explore the experience
of using the Internet, we might start by
asking: who uses the Internet, and for
what purposes? Who does not use the
Internet, and why? In his essay, John B.
Horrigan draws on survey data he gath-
ered for the Pew Internet & American
Life Project, and more recently, for the
Federal Communications Commission’s
National Broadband Plan. Based on re-
cent data, about two-thirds of Ameri-
can homes have broadband access, and
people use the Internet for a wide and
growing range of purposes, including
sending email messages, using the Web,
making or researching purchases, gather-
ing news and weather information, watch-
ing a video or listening to music and
radio, banking, playing games, and con-
necting with friends using social media
tools.

On the other hand, about 22 percent of
surveyed homes report that they do not
use the Internet at all, citing reasons such
as cost, inadequate digital literacy, lack of
relevance, or de½cient service in their
area. The data reveal widespread concern
about loss or misuse of personal informa-
tion; 45 percent of non-users cite fears of
bad things that might happen online. 

More detailed data from Pew (reported
elsewhere in this volume) make clear that
the pool of non-users is not homoge-
neous across society. Non-users tend to
be older and of lower socioeconomic sta-
tus: the poor, the less educated, and the
elderly are less likely to partake in the
Internet experience. Horrigan observes
that as more and more aspects of society
move online, the costs of nonparticipa-
tion increase, to both non-users and soci-
ety at large. Nonparticipation online can
limit job opportunities–with 80 percent
of Fortune 500 companies accepting only
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online job applications–as well as access
to online government services or health
information. Horrigan concludes that
society must address barriers to using the
Internet, which are not just lack of hard-
ware, but lack of mastery of the increas-
ingly complex skills needed to partici-
pate: what he calls digital literacy. As the
demands for skill level rise, the costs of
exclusion may become increasingly sig-
ni½cant. 

A common fear is the loss of privacy
and the misuse of personal information.
Today, the rules about privacy are spelled
out in often long, confusing “privacy
policies” or “consent forms” offered by
various providers of network services. In
her essay, Helen Nissenbaum rejects this
approach. Central to her argument is the
observation that cyberspace is not a dis-
tinct space with its own distinct norms.
Much of what we do on the Web (or on
the Net generally) is a reflection of some-
thing we do in the real world. Norms
from that context, including privacy
standards, should be expected to hold in
the equivalent online context. But cur-
rently there is no recognition of context
and implied norms; thus, the privacy
consent form must carry the total burden
of de½ning the expectations of the parties
who participate. To the extent that a pol-
icy tries to capture nuances, it becomes
overlong and incomprehensible; to the
extent that it aims for brevity and read-
ability, it describes only the general
nature of the policy and omits the details
that matter in practice. 

There are well-understood contexts in
which all parties understand the norms
that apply. Health care is governed both
by laws and by commonly understood
norms of behavior. Banking, whether
online or offline, is similarly governed by
both law and custom. Nissenbaum sug-
gests that many other online behaviors
could be understood in terms of prior

offline analogues. For example, using a
search engine might be analogous to
using a library card catalog, which has a
strong tradition of freedom from obser-
vation and tracking. Even if the online
experience is somewhat novel, we can
often ½nd real-world analogues.

The crux of Nissenbaum’s argument–
that the online experience does not take
place in a homogeneous and unique con-
text but in a range of contexts that will
develop different customary norms and
governing laws–can be extended to
attributes other than privacy. As I noted
above, individual contexts will call for
distinct approaches to identity. Coye
Cheshire looks at the concept of trust
online: how users decide if a service is
trustworthy, whether to trust individuals
they encounter online, and whether they
can rely on the network and the services
provided over it. He explores the mean-
ings of trust and trustworthy in different
contexts, observing that in instances
where the risk is low, users will be willing
to proceed in the face of considerable
uncertainty about whether a website, a
service, or an individual is trustworthy. A
restaurant review may be malicious or
hyped, but its accuracy is only minimally
consequential for a prospective diner. In
cases where the potential risk is high,
tools are put in place to minimize uncer-
tainty. Online banking bears a potential
high risk, but banks have gone to consid-
erable lengths to remove uncertainty
from transactions and give users a high
level of con½dence that their banking
services are trustworthy. Cheshire notes
that mechanisms to enforce constraints
on behavior (so that users can proceed
without developing trust in the other par-
ties) erode trust and the mechanisms by
which it arises. Trust can emerge only in
a context of ongoing interaction among
parties where betrayal is possible. Chesh-
ire’s analysis of trust (and the distinction
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with trustworthy) draws on the one hand
from a range of writings on the subject,
and on the other hand from experiments
involving users in online contexts. He
argues that in the future, the Internet will
depend on social forms and institutional
arrangements as much as technologies and
systems. The Internet is the real world.

Fear of bad experiences online is an
issue for users and a barrier for non-
users. Three essays in this volume deal
with the problem of system and network
security: protecting users, their comput-
ers, and the network from attack by mali-
cious parties. The term security covers a
range of concerns, including attacks by
criminals on servers storing sensitive
information, attempts to break into and
subvert personal computers, and espi-
onage carried out by states and powerful
private-sector actors. Again, the essays
collected in this volume focus on topics
that are relevant to the experience of the
individual user; they are less concerned
with the potential of cyber-war and more
so with the events that give users pause in
their daily activities. 

Vinton G. Cerf catalogs the many forms
that these perils can take, providing in-
sight into the roots of system insecurity
as well as institutional approaches to
improvement. Hazards include theft of
personal information, spam, and the cap-
ture of one’s computer by a remote oper-
ator, who then uses the computer to
launch spam attacks on other users, or to
flood a target site on the network with
traf½c to overload and disable it (a so-
called denial of service attack). Given
that perils can arise from both malicious
acts and accidents, Cerf introduces the
term cyber-safety to widen the scope of
our objective beyond the more narrowly
de½ned cybersecurity. Using a number of
metaphors, including biology (viruses
and infection), real-life analogues to un-
derstand the online experience (books

versus e-books), and comparisons with
offline mechanisms of protection (police
and ½re departments), he sketches the
landscape of risk and response. 

Deirdre K. Mulligan and Fred B.
Schneider propose a new rationale by
which society can improve its overall
security posture. They ½rst review past
approaches to improving online security
and examine why these approaches have
failed. The attempt to provide security by
building entirely invulnerable systems is
simply impractical: today’s systems are
too complex, and the required level of
effort would be too costly. Efforts to char-
acterize the security problem as one of
risk assessment and management (as we
do in the offline world, using tools such
as insurance) fail because we lack the
tools and methods to quantify online
risk. Finally, attempts to improve the
landscape of security by using tools of
deterrence to discourage misbehavior fail
because we lack effective means of attri-
bution and coherent means to pursue
attackers across the jurisdictions of dif-
ferent states. 

With this analysis as background, Mul-
ligan and Schneider suggest a different
way to think about improving security:
through a new doctrine they call public
cybersecurity. Their doctrine views the
framework of public health and public
health institutions as a model for cyber-
security. Just as good health is a bene½t to
all of society that must arise from the
health of individuals, overall online secu-
rity will improve by means of the steps
individual users take to keep their own
user contexts secure. But the bene½t to
any one user may not seem signi½cant
enough to justify his investment of effort
and money into improving his own secu-
rity. Security, like health, is a public issue,
not an individual one. Thus, Mulligan
and Schneider explore how the analogy
of public health can be used to better
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understand a large number of online
issues, including system development,
online surveillance, keeping systems up
to date (installing “patches”), and isola-
tion and quarantine of systems. Using the
analogy to public health, this new public
cybersecurity doctrine envisions a ra-
tional balance between the public inter-
est in improved security and the rights of
the individual.

L. Jean Camp considers the explicit
question of whether and how we can
motivate individual users to contribute
to improved overall security. She uses
two theoretical framings to explore this
question. The ½rst is peer production, in
which users self-organize to create infor-
mation (or other desired outcomes). She
argues that users can be motivated to
self-organize in ways that produce better
system security, if the security challenge
can be framed as a set of discrete tasks for
which users can self-select based on skills
and proclivity. She offers several exam-
ples, involving both technically skilled
and ordinary users. The second regards
the Internet as a common good, or a vir-
tual commons. Using criteria developed by
political economist Elinor Ostrom, she
explores how the security problem can be
framed in a way that allows users to self-
regulate the commons. These two theo-
ries help model and de½ne the circum-
stances under which user-centric efforts
can be effective. 

Several essays explore speci½c classes
of behavior on the Internet. R. Kelly Gar-
rett and Paul Resnick examine the experi-
ence of getting news and opinion online,
questioning the hypothesis that person-
alization of news, made possible by the
Internet, leads to increased political frag-
mentation. They reject the necessity of
this outcome: personalization can take
many forms, they observe, with different
implications for social outcomes. Re-
search suggests that people crave opinion

reinforcement but do not go out of their
way to avoid diverse viewpoints. If news
is personalized along ideological lines,
mirroring the ideologically segmented
world of cable news today, it could
indeed lead to increased fragmentation.
By contrast, if personalization is used to
expose willing readers to a range of view-
points, selected perhaps for quality and
thoughtfulness rather than bias, the
result could expose readers to a more bal-
anced selection of material. Research
suggests that readers would be open to
this sort of personalization. Narrow par-
tisan channels force people to choose, but
it is not clear that this is what people
would prefer if given the choice. 

The authors observe that “the technol-
ogy and how people use it are still mal-
leable; subtle architectural changes could
have far-reaching implications for future
news consumption patterns. [This] will
require effort and creativity. . . . [T]ech-
nologies that produce desirably diverse
news streams may not emerge naturally.”
In understanding the Internet and the
experiences that it provides, this obser-
vation is critical. As Garrett and Resnick
and other essays remind us, the Internet
is a built artifact. It is the way it is because
people designed and built it to be that
way. Thus, the future will be de½ned by
those who choose to step up and design
it. Originally, the designers of the Inter-
net and its early applications (such as
email) were researchers funded by the
federal government. But with the success
of the Internet, most of this effort has
migrated to the commercial sector. And
the motivations of the commercial sector
may not perfectly align with one or an-
other vision of preferred social outcomes.

In their essay, Kay Lehman Schlozman,
Sidney Verba, and Henry E. Brady ex-
plore another speci½c class of online
behavior: participation in the political
process. A long-term concern with politi-
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cal equality compelled the authors to
understand whether the Internet might
lower barriers to various sorts of political
participation. Using survey data from the
Pew Internet & American Life Project,
they asked whether the Internet has
changed political involvement in funda-
mental ways. 

The survey focused on political partici-
pation as a function of socioeconomic
status (ses) and age. Observing the strik-
ing power and durability of ses-based
political inequality, the authors conclude
that the Internet is not the “great leveler”
that some optimists might hope. Online
political behavior shows trends that are
similar to traditional offline behavior.
Signi½cantly, these trends are not mir-
rored in other behaviors, such as partici-
pation in social networks, where ses is
much less a predictor of participation. 

As the Pew study con½rms, given that
those with lower ses are less likely to be
on the Internet at all, that group suffers a
double barrier: lack of access and the tra-
ditional bias against participation. Age is
another factor: older populations are less
likely to be online; even if older users
online seem to be politically active, the
overall level of online participation in
older populations is low. 

Schlozman, Verba, and Brady also look
at new forms of political activity that
arise online, such as political blogs and
social networks. While the survey reveals
that younger respondents (under age
twenty-½ve) are heavy users of this tech-
nology, the authors do not ½nd strong
reasons to conclude that these new tech-
nologies may lead to a change in the
nature of political participation. But they
note that the Internet and its applications
are young, and technical design decisions
as well as changing user behavior are
unpredictable. 

Lee Sproull looks at a different sort of
online activity: prosocial behavior; that is,

activities intended to help people other
than oneself, such as volunteering and
supporting charities. (Volunteer activi-
ties include service projects, health sup-
port groups, peer production of informa-
tion, and citizen science.) She catalogs
various forms of observed online pro-
social behavior and provides estimates of
its prevalence. She notes that while all
major types of online prosocial projects
share a small number of attributes that
derive from the underlying network tech-
nology and communications applica-
tions, each context for online behavior is
a symbolically differentiated place on the
Net, and different people seek out differ-
ent places. Sproull then discusses the fea-
tures of the online context that can facili-
tate or encourage such participation: the
modularity and granularity of the task
(how the work of one user is scoped,
speci½ed, and then aggregated), a site’s
social structure, and techniques to moti-
vate participants. She also discusses the
nuanced role of identity and trust in
shaping and motivating the participant
experience. 

Finally, the essay by Yochai Benkler
provides an analysis of two current
events that illustrate how various actors,
including the government and powerful
private-sector players, engage to shape
what happens on the Internet. The two
cases are WikiLeaks and the ongoing
struggle by the holders of copyright to
repress the sharing of unauthorized
copies of their material. The two cases
have much in common: ½rst, they both
revolve around attempts to prevent
access to material in the context of an
open Internet that makes unregulated
access the norm; and second, they dem-
onstrate a complex and tangled interplay
between the public and private sectors.
His concern is that in both these cases,
the approaches put in place would allow
the blocking of access without the nor-
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mal protections of U.S. law. More gener-
ally, his essay reminds us that not every-
one has the same aspirations for the
Internet, and that the future will be
shaped by a tussle among those who care
enough to advocate for their objectives.

A number of common themes run
through the essays in this issue. First, the
term cyberspace is potentially misleading
on two grounds. The term suggests that
the Internet is a distinct “space” or
“place” to which we go online. Rather,
our experience using the Internet is not
separate and disconnected from our
offline experiences. Much of what we do
on the Internet has a close relationship to
our offline behaviors. Additionally, the
experience of using the Internet is not
homogeneous and subject to consistent
norms. Various aspects of using the
Internet will differ in important ways,
including the norms and expectations
about behavior; the degree of uncertain-
ty, risk, and signi½cance; and the nature
of the resulting interactions. 

The Internet, as a low-level platform
that supports a range of applications, is
not the technology that creates or de½nes
the user experience. The Internet itself,
as distinct from the applications that run
on it, was originally seen as a neutral plat-
form intended to support as many pat-
terns of interaction as possible. This gen-
erality implies that it supports both
“good” and “bad” patterns of interac-
tion, and “good” and “bad” experiences.
It is the applications that have been built
on top of this platform–email, the Web,
Facebook, Internet telephony, search
engines–that de½ne the user experience.
Each application is its own context with
its own affordances and constraints. 

The Internet is a built artifact. It is
designed and engineered. One must not
think of the Internet as ½xed and exoge-
nous; it can change and evolve, some-

times rapidly. As we consider the limits
and bene½ts of the current Internet, we
should not think only like observers or
analysts, but also like designers and engi-
neers. By most measures, the Internet is
very young, and its designers have much
to learn, including how to facilitate pre-
dictable, safe, and rich human interaction.

An important corollary to this last
point is that the future character of the
Internet will depend in large part on
which parties choose to invest in shaping
it. To the extent that the Internet is being
designed and built by actors with com-
mercial, pro½t-seeking motives, we may
not see the emergence of applications
that shape the social experience in ways
leading to better civic engagement, pro-
social activities, or news sources that offer
personalization without polarization.
The designers of the early Internet, most-
ly supported by research grants from the
government, may have had different mo-
tivations from the designers of today. 

Not only is the Internet a built artifact,
it is a constraining artifact. In the offline
world, people interact in a complex and
open-ended environment that offers
many different cues and signals for social
interaction. In the online world of an
Internet application, the context of inter-
action is bounded and limited by what
the application designer has provided. It
is a closed system, except to the extent
that the application designer has inten-
tionally created tools whereby users can
evolve the social context. As a result, we
should not view the resulting patterns of
human behavior as only socially emer-
gent. Online behavior is shaped by the
capabilities and constraints of applica-
tions as well as by the socially centered,
human factors that influence how people
use those applications.

Past experience has taught us that
while social interaction mediated by the
mechanics of software is a constrained
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and limited experience compared to its
offline counterpart, the online version
has powerful advantages. Thus, we can
expect the Internet to be a compelling
platform for interaction and engage-
ment. Good design can help mitigate and
compensate for limitations. As the essays
contained herein remind us, the Internet
is not a ½xed artifact, but evolving and
flexible. There are many possible futures
for the Internet, depending on which
actors choose to de½ne that future. One
of the goals of this issue is to stimulate
debate about what that future should be.
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Ten years ago, the debate over the digital divide
was mainly a binary one about access: some people
had a computer (and therefore dial-up access to the
Internet), and some did not. This disparity was
widely thought to be unfair because not all mem-
bers of society could take advantage of the brave
new world of the Internet–that is, the easy con-
nectivity to other people and a wealth of informa-
tion. Those without access were cut off from the
bene½ts of communicating with others (for the
most part via email and sometimes on more orga-
nized many-to-many groups, such as Listservs). 

Stakeholders should embrace a different framing
of the digital divide, one that acknowledges the
need for a broader range of policy measures to
address imbalance in the adoption of broadband
Internet. While the digital divide debate should not
abandon equity arguments, it should also consider
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the costs to individuals and to society of
having a sizable portion of the popula-
tion offline. The high and rising cost of
digital exclusion makes a lack of Internet
access more disadvantageous today than
a decade ago. Furthermore, lower levels
of engagement with online resources
among those who are online are more
consequential than a few years ago.

Policy measures to address the inequi-
ties of the digital divide have rightly fo-
cused on providing access to necessary
hardware and giving users the computer
skills to negotiate the basics of an online
session. Some initiatives refurbished old
computers and either gave them to peo-
ple who could not otherwise afford them
or sold them at a cut rate. Grant pro-
grams–funded by the federal govern-
ment, states, or localities–were under-
taken to support hardware and training
for low-income people. Nonpro½t orga-
nizations also seized the opportunity to
bring access to less well-off Americans;
some managed to scale their initiatives
regionally or nationally. 

Given the importance of broadband in
carrying out everyday tasks, such mea-
sures are still crucial, but alone are not
suf½cient to fully support online adop-
tion and use. In addition, policy-makers
and other stakeholders must give people
the resources to cultivate a wider set of
digital skills, such as media literacy, the
ability to access civic information, and
pro½ciency in managing personal priva-
cy. Users must also understand that they
have an obligation to educate themselves
on the skills needed to participate in an
increasingly broadband-mediated world.
The Internet’s expanding role as a con-
duit to performing important daily func-
tions has increased the need for tools to
help users negotiate an ever more com-
plex online environment. 

This essay begins with a data-driven
discussion of how online access has

changed in the past decade. It reviews
trends in Internet and broadband adop-
tion, as well as mobile adoption, while
also examining the varying levels of
engagement with digital tools across the
user population. Second, the essay re-
views the literature on technology adop-
tion and user behavior, focusing on the
role of skills in user engagement with on-
line resources as well as factors that en-
courage or inhibit skill development.
Finally, after arguing that user support sys-
tems are necessary in today’s online world,
the essay offers suggestions to stakeholders
on how to create such systems. 

As surveys from the Pew Research Cen-
ter’s Internet & American Life Project
have documented, online access and use
in the United States have evolved over the
past decade. Notwithstanding a recent
slowdown in the growth of broadband
adoption, far more Americans today con-
nect to the Internet using an “always on”
high-speed connection than was the case
just a few years ago (see Figure 1).  

Data gathered at the end of 2009 and in
the ½rst quarter of 2010 show that some
two-thirds of Americans have broadband
access at home. The Federal Communi-
cations Commission (fcc) survey con-
ducted in connection with the National
Broadband Plan (nbp) found in Novem-
ber 2009 that 65 percent of Americans
had broadband; a Pew survey conducted
in April 2010 found that 66 percent of
Americans had broadband at home. Data
gathered by the National Telecommuni-
cations & Information Administration
(ntia) in 2009 and 2010 census surveys
show similar trends. In 2009, the ntia

reported that 63.5 percent of households
had high-speed Internet access, a ½gure
that had grown to 68 percent by October
2010.1 More Americans are Internet users
than home broadband users, as some
Internet users have access at a place other
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than home (such as work or a library),
and some still use dial-up Internet con-
nections. Overall, according to the ntia ,
72 percent of Americans were Internet
users in October 2010.

Many U.S. policy-makers have become
particularly focused on how broadband
adoption in the United States compares
with other countries. According to a June
2010 survey by the Organisation for Eco-
nomic Co-operation and Development
(oecd), the United States places four-
teenth in the world for ½xed broadband
subscriptions per one hundred inhabi-
tants, trailing the Netherlands, Den-
mark, Switzerland, and Korea (the top
four countries), but also France, Ger-
many, the United Kingdom, and Canada.
This middling rank, roughly the position
the United States has maintained for the
past several years, contrasts with the U.S.

standing a decade ago. In 2001, the oecd

placed the United States at fourth in the
world (using the metric of the number of
lines per one hundred people).2

Some observers have criticized the way
the oecd develops its ranking and the
wisdom of policy-makers who pay so
much attention to this metric.3 Nonethe-
less, these ratings help policy-makers
frame broadband policy as both urgent
and relevant to America’s economic com-
petitiveness. Although competitiveness is
not the focus of this essay, it plays a sig-
ni½cant part in U.S. broadband policy. 

The growth in broadband adoption has
been accompanied by any number of
innovations that have made online life
more useful, fun, satisfying, and conse-
quential for users. People sent email mes-
sages from a desktop computer a decade
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Figure 1
Trends in Home Broadband and Dial-Up Adoption, June 2000 to December 2009

Source: Based on the author’s calculations using data available from the Pew Internet & American Life Project,
http://www.pewinternet.org/Data-Tools/Download-Data.aspx.



ago, and although many of us still do,
many also send text messages from a
smartphone, tweet on the go, and rou-
tinely share information on Facebook.
People purchase items online, rate what
they buy, gather news and analysis, seek
out health and medical information, edu-
cate themselves, and engage in many oth-
er activities. Figure 2 presents snapshots
of what people do online and how use has
changed in the past decade. 

A greater share of Americans perform a
wider range of online activities than a
decade ago. About twice as many people
get political news and information online
today than in 2000, and more than twice
as many adult Americans have bought
something online and banked online.
Activities that were unheard of in 1999,
such as blogging or social networking,
are mainstays in the daily routines of
large numbers of Americans. People also
access the Internet in more varied ways
than a decade ago. 

Access is no longer stationary and teth-
ered. With the advent of laptops, net-
books, tablets, and smartphones–in con-
junction with the development of wire-
less networks–access is also portable and
ubiquitous. In 2000, slightly more than
half (53 percent) of Americans had cell
phones, a number that had grown to 86
percent at the beginning of 2010. The
capabilities of these devices have in-
creased dramatically: two-thirds of cell
phone users send text messages, and 40
percent use their phones to access the
Internet.4 Today, more than half (52 per-
cent) of Americans have laptop comput-
ers; many use them to access the Inter-
net through wireless connections.5 Finally,
tablets and e-book readers are beginning
to gain a foothold among early adopters.
Some 5 percent of adults report having an
e-book reader (such as a Kindle or Sony
Digital Reader) and 5 percent report hav-
ing a tablet computer (such as an iPad).6

However, individuals still have qualms
about online life. A 2008 Pew survey
showed that online users had substantial
reservations when asked about how com-
panies might use personal information
gathered from people using cloud com-
puting applications. The survey found
that 68 percent of those who use online
applications and storage services would be
very concerned about companies using
information gathered in the course of
such activities to serve targeted ads.7 The
fcc survey conducted for the nbp (men-
tioned above) found that many Ameri-
cans–especially those without home
broadband access–reported concerns
about the security of personal informa-
tion online. Some 45 percent of all Amer-
icans said they strongly agreed with the
proposition that it is too easy for their
personal information to be stolen online
–a ½gure that stood at 57 percent among
those without broadband at home. The
survey also found a link between fears
about the security of personal informa-
tion and lower levels of use of online re-
sources.8

Notwithstanding user worries about
some aspects of online life, the Internet
has evolved, in ten years’ time, from a
slow access technology used by a minori-
ty of the population to a technology that,
for most of the nation’s households, is
fast and mobile. It is no longer merely a
new way to communicate. A broadband-
driven Internet is more consequential
than the dial-up Internet–and in some
ways is more complex to use–but it also
affords collaboration, creativity, and par-
ticipation in ways unimaginable a gener-
ation ago.9

These data on access and use help illu-
minate the cost of digital exclusion, which
is reinforced in academic literature. Com-
puter scientist Rahul Tongia and commu-
nications scholar Ernest Wilson have ar-
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Figure 2
Percentage of American Adults, including Internet Users and Non-Users, who have Engaged in
Various Online Activities, 2000 to 200910

Use the Internet

Send or read email

Use a search engine

Research a product or service

Check the weather

Buy a product

Get news

Buy or make a travel reservation

Visit a government website

Watch a video

Look for news or information about
politics or upcoming campaigns

Do any banking online

Look for information about a job

Use online classi½ed ads

Send instant messages

Download music

Use a social networking site

Play online games

Read someone else’s blog

Rate a product, service, or person

Participate in an online auction

Make a donation to a charity

Download a podcast

Download or share ½les using peer-
to-peer ½le-sharing networks

Create or work on your own blog

Use Twitter or another status-
update service 



gued that the costs of not being online
rise faster than the growth of the net-
work. Tongia and Wilson’s formulation
accomplishes in a model the reframing
that I am arguing stakeholders must fold
into their narratives. As more people use
broadband-connected networks, the cost
to those not on the network rises at more
than exponential rates when even a few
people are excluded.11

According to the nbp, the cost of digi-
tal exclusion is characterized by a decline
in offline alternatives as online ones take
precedence.12 Job searching is a good ex-
ample. When home broadband penetra-
tion was at half its current level, people
typically had plenty of ways to search for
jobs. Online ads were certainly one way,
but ads in the print edition of newspapers
were a viable alternative; job networking
could be conducted online as well as in
person; and job searchers could submit
applications online or by traditional
means. Today, print newspaper ads are
less useful sources than in the past,
and–importantly–it is often impossible
to apply for a job unless one applies
online. Some 80 percent of Fortune 500
companies accepted only online applica-
tions for jobs in 2010.13 Evidence also
suggests that home broadband access can
lessen the incidence of “job discourage-
ment” in the labor market, as Internet
access may spur some people to stick
with a job search rather than exit the
labor market.14

The basic act of getting the daily news
is another example. A decade ago, online
news websites were certainly popular,
but the daily newspaper was still a robust
source of news. More recently, changes
in the economics of the news business
have resulted in the downsizing of news-
rooms. In 2009, the daily newspaper had
27 percent fewer newsroom employees
than in the beginning of the decade; in
fact, 25 percent of the loss in newsroom

employment has occurred since 2006.15

News is still very much available offline
but has, in important ways, migrated to
the Internet; traditional media outlets
provide additional content online, and
the advent of pure play websites (wheth-
er independent blogs or news aggrega-
tion websites, such as the Huf½ngton
Post or the Drudge Report) has supplied
new ways to obtain information and
opinion. A recent Pew Research Center
report found that in a typical day, 36 per-
cent of Americans use both digital and tra-
ditional sources of news, and 39 percent
use only traditional sources. Although
Pew considers online sources as a supple-
ment to Americans’ news diets, the easy
availability of online news, whether on a
computer or a handheld device, has re-
sulted in Americans spending more time
getting news in 2010 than at any point in
the past decade.16

Interacting with government is also
different than a decade ago. With more
government services provided online,
more people are taking advantage of
them. It is often cheaper and easier for all
parties to carry out government-citizen
transactions online rather than via tradi-
tional outlets. For means-tested bene½ts
programs (such as food stamps, school
lunches, or Temporary Assistance for
Needy Families), a family might have to
½ll out between six and eight applica-
tions, often at the cost of hours away
from work. Agencies can save on pro-
curement costs using cloud computing,
with procurement savings of up to 50 per-
cent.17 Renewing a license online is easi-
er than going to a government agency. If
fewer citizens go in-person to an agency
for a particular type of transaction, it may
also be cheaper for government–and ulti-
mately taxpayers–to support fewer physi-
cal locations for certain types of services. 

A ½nal example–online health and
medical information–shows the cost of
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digital exclusion with respect to partici-
pation in important decisions. Offline
sources for health care information have
not gone away in the past decade, but
there has been an explosion in online
forums by which patients share with one
another information about their condi-
tions. This type of networking, along
with other online sources of medical and
health information, helps patients be-
come more actively engaged in health
care choices. The upshot of this dynamic
is that more people look online for health
and medical information today than a
decade ago. In 2000, 25 percent of Amer-
icans had used the Internet for such
information, a ½gure that rose to 61 per-
cent by 2009.18 A lack of  access to infor-
mation means that people lose out on an
opportunity to be more empowered and
participatory in health care decisions.
There is also evidence that broadband
can improve the ef½ciency with which
health care providers deliver care to
patients.19

In the above examples, the cost of digi-
tal exclusion is twofold: 

1) For individuals, those without access 
to broadband either miss out on infor-
mation (such as job opportunities) or
must use more costly means to accom-
plish certain tasks.

2) For society, institutions have to support
the costs of legacy (and often more ex-
pensive) means of delivering services
in order to meet the needs of a shrink-
ing minority of people who do not have
access to broadband, or who have ac-
cess but lack the skills to use it.

Although there have been attempts to
quantify the costs of digital exclusion,
those estimates (derived in the United
States and the United Kingdom) are best
understood as a springboard for further
research.20 Yet digital exclusion and its

costs are important conceptual handles
for the ongoing debate about equity in
the digital age. Mark Cooper, director of
research for the Consumer Federation of
America, notes that because broadband
networks and functionalities continue to
advance, and therefore “raise the level of
skill necessary to use the network,” the
disconnected may become “even worse
off” than they are today.21 The link be-
tween the evolution of the broadband
environment and skills acquisition sug-
gests that stakeholders interested in ac-
cess gaps must take skills into account
when developing programs.

As consequential as having broadband
access is (or seems to be) these days, it is
important to resist the temptation to
think about broadband as something
everyone has to have. A necessity is not a
requirement. Broadband is often–with
reason–viewed as a necessity equivalent
to electricity; this comparison, in turn, is
frequently used to justify interventions
to promote broadband. The discourse,
however, often conflates access and use.
Do we want everyone to have access to
the infrastructure that provides service?
Although the answer is clearly “yes,” we
must acknowledge that as a practical mat-
ter we mean “nearly everyone,” as there
are some places where the cost of deploy-
ing infrastructure would be exorbitant. 

Do we want everyone to use broad-
band? However well crafted policies to
increase access may be, attaining 100 per-
cent home-broadband adoption is not a
realistic goal. Even the telephone–widely
accepted as indispensable in modern life–
does not reach everyone; the fcc reports
that in 2010, 96 percent of Americans had
telephones, a ½gure that accounts for a
small minority without this apparently
indispensable tool.22 Research that exam-
ines this issue shows challenges in having
everyone adopt broadband. The fcc’s
November 2009 survey shows that 10 per-
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cent of the adult population is “digitally
distant,” meaning they have neither the
½nancial means nor skills and attitudes
about computers that might draw them
to online use. Another 7 percent are “dig-
itally uncomfortable”; despite the fact that
many have computers, most people in
this group question the relevance of on-
line access.

Although projections of future adop-
tion prospects of non-users are inherent-
ly uncertain, the data suggest that some
17 percent of Americans–about half of
current non-adopters–face signi½cant
hurdles to adoption. Thus, in the medi-
um term, a U.S. adoption rate above 85
percent is unlikely.23

Even with the real and potential bene-
½ts of broadband use, not everyone will
embrace it; among those who do, not
everyone will prefer to use broadband in
the ways favored by planners and vision-
aries. It is imperative, therefore, to keep
in mind user preferences and abilities in
thinking about how to take advantage of
broadband’s economic and social bene-
½ts. Encouraging broadband use should
be about “demand pull” (devising ways to
lure people to use) as opposed to “tech-
nology push” (making broadband use
effectively required). 

Despite anticipated challenges to attain-
ing ubiquitous deployment and universal
adoption of broadband, Congress charged
the fcc to develop the nbp and to devise
strategies for increasing broadband adop-
tion. Partly driven by this objective, re-
searchers have sought to understand not
only who is not online, but why those
without high-speed access at home choose
not to have service.24 A plurality of the 35
percent of U.S. adults who do not have
broadband at home cites cost as the main
reason they do not have broadband at
home. Close to two-thirds of non-
adopters point to factors other than the

monthly fee or cost of hardware as the rea-
son they are not home-broadband users.

According to the fcc, the barriers to
home-broadband use include:

• Cost: 36 percent of non-adopters named
cost as the main barrier, with 15 percent
citing the monthly price for service and
10 percent citing the cost of a computer.

• Digital literacy: 22 percent cited factors
that indicate digital literacy problems,
such as unfamiliarity with a computer
or worries about bad things that could
happen to them online.

• Lack of relevance: 19 percent said they did
not need additional speed (that is, to
upgrade from dial-up) or that online
content was not relevant to them.

• Lack of available infrastructure: 5 percent
said they could not get broadband
where they live.

• Other reasons: 18 percent said they could
use the Internet all they wanted at work
(3 percent), identi½ed a combination of
reasons (4 percent), or cited reasons
that did not fall into a discrete category
(11 percent). 

Though cost looms large as a barrier to
adoption, it is not an isolated factor; non-
adopters’ expressed concern over their
level of digital skills clearly is signi½cant.
When given the chance to identify more
than one reason for not having broad-
band at home, half of non-adopters pick
more than one. Speci½cally:

• 66 percent cite cost (that is, monthly ac-
cess fee or cost of computer);

• 52 percent cite relevance (that is, the In-
ternet is a waste of time or they do not
think there is relevant content online
for them); and

• 47 percent cite digital literacy (that is,
they worry about bad things that can
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happen online or they are not comfort-
able with computers).25 More speci½-
cally, 46 percent of non-Internet users
cite lack of comfort with computers as a
reason why they are not online, and a
similar number (45 percent) say they do
not use the Internet because they worry
about “all the bad things that can hap-
pen online.” 

It is worth noting that the fcc’s ½ndings
about barriers to broadband differ from
those found by the ntia. When asked to
identify the main reason they do not have
broadband, respondents in the ntia sur-
vey cited the following reasons:

• 38 percent: don’t need it–not interested;

• 26 percent: too expensive;

•  18 percent: no computer or inadequate
computer;

• 6 percent: other reasons;

• 4 percent: can use it somewhere else;

• 4 percent : not available in area; and

• 3 percent: lack of con½dence or skills.26

These discrepancies have to do with
how each survey framed its questions.
The fcc survey had a different set of cat-
egories and undertook a two-step process
in which respondents were asked ½rst to
list barriers they face and then to identify
the main one. The ntia survey asked a
single question. However the question is
framed, barriers to broadband adoption
clearly have a cost component, but the
overlapping concepts of digital skills or
literacy and perceived lack of relevance
are signi½cant parts of the picture. 

Also at issue are barriers that inhibit
use of broadband among those who have
service. Communications scholar Eszter
Hargittai has found variation in levels of
online skills that, among young adults,
predict the kinds of activities they engage

in online. Other research that has devel-
oped typologies of Internet users ½nds,
among other things, that a variety of fac-
tors–skills, attitudes about information
technology, demography–shape how
intensively people use information and
communications technologies (icts).27

This variation in online usage patterns is
to be expected; not everyone needs to be
(or wants to be) a ½ber-to-the-home/
iPad-toting tech gear head. Pew’s 2009
report classifying the technology usage
patterns in the general population found
that 61 percent of adult Americans–
many with broadband and cell phones–
are not heavy tech users. Some are happy
that way, while many have tepid usage
patterns due to lack of digital skills.28

Finally, adapting a method Hargittai de-
veloped to measure user skills, the 2009
fcc survey for the nbp found that 29 per-
cent of broadband users had low levels of
computer and Internet skills.29 If users’
skill levels or worries about Internet use
cause them to turn away from the worth-
while affordances of online life, then de-
veloping tools to address these issues may
be socially bene½cial. 

Although cost is most often cited as the
main reason for non-adoption, other fac-
tors matter: namely, limited digital skills
and the perception among non-adopters
that access is irrelevant to them. A com-
bination of these reasons often con-
tributes to the decision not to adopt. The
following two sections explore the barri-
ers of digital skill and literacy and users’
perception that the Internet is not rele-
vant to them. Alleviating cost pressures is
obviously important but will not be dis-
cussed here; addressing this issue would
mean delving into the complex area of re-
forming the Universal Service Fund and
the Lifeline/Link-up programs, which
currently provide cost relief for tele-
phone service. The nbp recommends that
these programs be updated to reflect the
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reality of broadband, and proposals have
been advanced on how to proceed.30

It is hardly novel to suggest that online
engagement is underpinned by the requi-
site literacy and skills to use icts. Digital
skills refer to the basic competencies of
knowing how to operate a computer or
initiate an online session. These capabili-
ties do not necessarily require a high level
of expertise, but they do demand suf-
½cient knowledge to communicate to
others the nature of tech problems when
users cannot resolve technical dif½culties
themselves. Digital literacy is a multidi-
mensional concept describing higher-
order faculties that, according to media
literacy scholar Renee Hobbs, “encom-
pass the full range of cognitive, emotion-
al and social competencies that include
the use of texts, tools and technologies;
the skills of critical thinking and analy-
sis; the practice of message composition
and creativity; the ability to engage in
reflection and ethical thinking; as well as
active participation through teamwork
and collaboration.” This level of pro½-
ciency extends beyond knowing how to
use technology to knowing how to use it
to carry out important tasks in everyday
life, whether that is reading the news,
obtaining information about a medical
condition, or making a purchase. Many
strategies to promote digital literacy try
to make the value proposition to broad-
band adoption more attractive by open-
ing people up to the “pleasures and
power” of using the Internet to become
better informed, while recognizing that
“people cannot be forced to engage with
the public life of the community.”31

The process of conveying to people the
usefulness of broadband typically has a
social dimension. Classic studies on tech-
nology diffusion explicitly highlight how
the social system helps spur technolo-
gy adoption.32 People learn about a new

product from the people around them;
their social networks, in other words,
play a key role in helping people discover
the utility and usability of an innovation.
In an empirical study of computer adop-
tion using 1997 data, economists Austan
Goolsbee and Peter Klenow found that
the presence of learning externalities
influenced the decision to have a com-
puter at home. People were more likely to
have a computer if they lived in areas
where others had computers and if a
large share of family and friends had one.
Moreover, email users, as distinct from
users of speci½c types of software, were
the most likely to have computers; this
fact suggests the manner in which com-
municative features of the technology
motivated adoption.33 Eszter Hargittai
has found that online skills are not even-
ly distributed among young adults–a
cohort often thought to be uniformly
tech savvy–and that socioeconomic
background is a predictor of digital skill
levels for this group.34 Finally, in a nation-
ally representative sample in the United
States, I found that measures of online
skills are correlated with the number of
online activities that people engage in.35

Non-adopters’ perceptions about broad-
band’s lack of relevance are also an impor-
tant factor in their decision not to pro-
cure home high-speed service. The notion
of broadband’s relevance is embedded in
a user’s context. A non-broadband-using
senior citizen may have traditional media
habits and not ½nd online news worth-
while. It is possible that being made aware
of distinctive characteristics of online
news content might make broadband
access more appealing. Similarly, a His-
panic individual with limited English-
language skills may not have broadband–
but may choose to get it if she is intro-
duced to Spanish-language online content
that is compelling. Finally, others might
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buy broadband if they discovered various
economic upsides: namely, the money-
saving potential of online comparison
shopping or the convenience of carrying
out transactions online. 

Whereas promoting digital literacy is
very much a social process, conveying
broadband’s relevance to people has a
greater emphasis on imparting informa-
tion. The distinction means that promot-
ing broadband’s relevance requires a tra-
ditional marketing-campaign approach.
Simply learning about the existence of
Spanish-language content or the money-
saving possibilities of online shopping
might be the catalyst that draws people to
use. Effective means of conveying the
value of broadband to those who ques-
tion its relevance are likely to emphasize
“targeted partnerships that understand
both the needs of and the distribution
channels relied on” by these non-adopt-
ers.36 Because people’s perception about
relevance depends on context, these part-
nerships are likely to be successful if they
work from the ground up, that is, if they
are local in nature and are embedded in
non-adopters’ communities.

Strategies for linking the promotion of
digital skills and relevance to policy ini-
tiatives are not well developed. Programs
to bolster broadband adoption–some
publicly funded, others spearheaded by
nonpro½t organizations, and many part-
nering with the private sector–have
existed for more than a decade. Although
many have been subject to review, a rig-
orous assessment of methodologies used
would shed light on the difference the
programs have made, compared to what
might have occurred in their absence. In
an exhaustive examination of adoption-
promotion efforts, economists Janice
Hauge and James Prieger conclude that
apparently successful programs take a
comprehensive approach to training.37

Such initiatives provide discounts on
access and equipment, but also training
on how to use the Internet, with a focus
on demonstrating the relevance of spe-
ci½c online activities and guidance on
how to carry out certain online tasks. 

An assessment of existing training and
promotion efforts based on rigorous
social-scienti½c study would be useful in
designing policy initiatives. Even in its
absence, the above discussion highlights
the set of digital skills and literacies indi-
viduals need to take part in a broadband-
connected world:

• Computer skills. This category includes
the ability to use a computer–whether
it is a desktop, laptop, or handheld de-
vice–as well as the capacity to upgrade
one’s skills. The hardware for modern
connectivity is continually evolving,
and users must be capable of learning
and understanding access technologies. 

• Media literacy. Media literacy refers to
the ability to ½nd trustworthy informa-
tion online about issues that matter to
the user personally or to his community.
According to the Knight Commission
report Informing Communities, media lit-
eracy enhances the information capac-
ity of individuals, enabling them to sort
through the wide range of choices for
news and information in today’s media
environment.38

• Civic engagement. The ability to ½nd reli-
able information about elections and
government online is arguably an out-
come or goal of media literacy, but it is
worthy of special attention nonethe-
less. Data show that a large share of
Americans not only use the Internet for
news about politics, but also use online
tools to carry out transactions with
government agencies. Such tools can
be particularly bene½cial for low-
income Americans, who may be more
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time pressed in dealing with necessary
government transactions than other
people. 

• Managing personal information online.
Users need to understand the policies
on personal privacy that govern web-
sites and the ever-shifting rules in this
realm. Given that concerns about the
privacy and security of personal infor-
mation–for both broadband users and
non-users–inhibit the adoption and
use of broadband, more information
on how websites use the information
people share online may help alleviate
user concerns. 
In each of these examples, what it means

to be “media literate” or what it takes to
effectively manage one’s personal infor-
mation will evolve over time.

If these skills are necessary for partici-
pation in a digital society, how should the
gaps in skills provision be addressed?
What initiatives should various stake-
holders–government, the media, non-
pro½t organizations, and individuals–
undertake? It is impossible to draw bright
lines on these questions. Legislation will
not outline what it means to be computer
literate, but government–as well as other
actors, such as libraries–may have a part
in supporting training initiatives. Govern-
ment is also likely to take a lead role in
thinking about people’s privacy rights in
the digital age. Private news media com-
panies may promote online media literacy,
although public media and foundations
could undoubtedly play a strong part here
as well. Civic engagement cuts across all
four categories. Given that good citizen-
ship is a worthwhile social norm, the in-
dividual has an obligation to engage with
his community, whether by voting, volun-
teering, or giving to charity. The media–
public or private–may also provide infor-
mation that promotes civic engagement,
and government can play a role in design-

ing applications that permit users to con-
nect with government effectively. Person-
al information online is another area
where all stakeholders may contribute.

It is worth emphasizing that individuals
have an important obligation in each of
these areas. The character of the Inter-
net–interactive, collaborative, participa-
tory–gives individuals opportunities for
autonomy in the online commons, which
in turn suggests a responsibility to culti-
vate the commons. That means main-
taining one’s own skills, but also, argu-
ably, supporting efforts to help others
develop their skills.

Work remains to be done to turn ideas
about digital literacy and promoting rele-
vance into policy and practice. As a start-
ing point, the nbp recommends the
development of an online portal that
would allow users to look for informa-
tion on how to upgrade their online skills
and even follow lessons there on skills
development.39 Nonpro½ts already play
a role in this space, as entities such as
Common Sense Media, One Economy,
and Computers for Youth either promote
online skills or provide information
about the nature of online content. Such
initiatives typically have limited geo-
graphic scope, meaning that, as valuable
as they may be, they do not scale nation-
ally. Furthermore, there is no clearing-
house for best practices for access and
training programs–a gap the nbp rec-
ommends be ½lled. With the resources
for broadband provided in the 2009 eco-
nomic stimulus bill, as well as the atten-
tion that the nbp has drawn to issues per-
taining to broadband adoption and de-
ployment, the time may be ripe for stake-
holders in the policy community to con-
sider, in a systematic way, how to meet
the training needs of broadband users.
That said, coordinating the different
stakeholders–companies, new entities
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devoted to expanding broadband access
in communities, long-standing commu-
nity-based organizations that have rela-
tionships with underserved populations–
remains a signi½cant challenge.

A central theme of this essay is how to
make a technology that is currently not
part of some people’s lives both available
and attractive to them. But the context
for this discussion is digital abundance.
When something is abundant–as means
of online access and quantity of appli-
cations are–those without it become
more at risk of falling outside the social,
cultural, and economic mainstream. The
accelerating pace of innovation in broad-
band will only exacerbate this risk. The
issues discussed in this essay–develop-
ing ict skills and promoting relevance
–are not going away. As the “Internet of
things” ushers in an era of home-energy
management, and with advances in the
electronic delivery of health care servic-
es, the bene½ts of connectivity will grow
over time. Today’s digital abundance will

seem like light fare in a few years, and
those left behind will forgo a range of
bene½ts. 

As the pace of change quickens, pro-
moting access and managing abundance
will become different sides of the same
coin. To engage with the Internet at even
a moderate level, an individual transi-
tioning from non-user to user may quickly
½nd himself with a host of new hardware
with which to cope: a computer, displays
in the house for smart meters, and per-
haps a mobile app on a smartphone that
helps manage a medical condition. Un-
derstanding how to use these technolo-
gies, why they are relevant, what the
tools are to protect personal information,
and how to avoid being overwhelmed
will challenge newcomers to broadband.
Moreover, these questions will confront
many who already use Internet devices
and services. For these reasons, provid-
ing resources for the development of skills
to negotiate cyberspace–for new and cur-
rent users alike–is a challenge for all par-
ticipants in the broadband ecosystem. 
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The year 2010 was big for online privacy.1 Reports
of privacy gaffes, such as those associated with
Google Buzz and Facebook’s ½ckle privacy policies,
graced front pages of prominent news media. In its
series “On What They Know,” The Wall Street Journal
aimed a spotlight at the rampant tracking of indi-
viduals for behavioral advertising and other rea-
sons.2 The U.S. government, via the Federal Trade
Commission (ftc)3 and the Department of Com-
merce,4 released two reports in December 2010
depicting the Net as a place where every step is
watched and every click recorded by data-hungry
private and governmental entities, and where every
response is coveted by attention-seekers and influ-
ence-peddlers.5

This article explores present-day concerns about
online privacy, but in order to understand and ex-
plain on-the-ground activities and the anxieties they
stir, it identi½es the principles, forces, and values be-
hind them. It considers why privacy online has been
vexing, even beyond general concerns over privacy;
why predominant approaches have persisted de-

Abstract: Recent media revelations have demonstrated the extent of third-party tracking and monitor-
ing online, much of it spurred by data aggregation, pro½ling, and selective targeting. How to protect pri-
vacy online is a frequent question in public discourse and has reignited the interest of government actors.
In the United States, notice-and-consent remains the fallback approach in online privacy policies, despite
its weaknesses. This essay presents an alternative approach, rooted in the theory of contextual integrity.
Proposals to improve and fortify notice-and-consent, such as clearer privacy policies and fairer informa-
tion practices, will not overcome a fundamental flaw in the model, namely, its assumption that individ-
uals can understand all facts relevant to true choice at the moment of pair-wise contracting between indi-
viduals and data gatherers. Instead, we must articulate a backdrop of context-speci½c substantive norms
that constrain what information websites can collect, with whom they can share it, and under what con-
ditions it can be shared. In developing this approach, the paper warns that the current bias in conceiving
of the Net as a predominantly commercial enterprise seriously limits the privacy agenda.
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spite their limited results; and why they
should be challenged. Finally, the essay lays
out an alternative approach to addressing
the problem of privacy online based on
the theory of privacy as contextual integ-
rity. This approach takes into considera-
tion the formative ideals of the Internet
as a public good.6

Setting aside economic and institution-
al factors, challenges to privacy associated
with the Net are similar to those raised in
the past by other information systems and
digital media due to their vast capacities
for capturing, stockpiling, retrieving, ana-
lyzing, distributing, displaying, and dis-
seminating information. In a flourishing
online ecology, where individuals, com-
munities, institutions, and corporations
generate content, experiences, interac-
tions, and services, the supreme currency
is information, including information
about people. As adoption of the Internet
and Web has surged and as they have be-
come the primary sources of information
and media for transaction, interaction, and
communication, particularly among well-
off people in technologically advanced so-
cieties, we have witnessed radical pertur-
bations in flows of personal information.
Amid growing curiosity and concern over
these flows, policy-makers, public-interest
advocates, and the media have responded
with exposés and critiques of pervasive
surreptitious tracking, manipulative be-
havioral advertising, and ½ckle privacy
commitments of major corporate actors.

In Privacy in Context: Technology, Policy,
and the Integrity of Social Life,7 I give an ac-
count of privacy in terms of expected flows
of personal information, modeled with the
construct of context-relative informational
norms. The key parameters of information-
al norms are actors (subject, sender, recip-
ient), attributes (types of information),
and transmission principles (constraints
under which information flows). Gener-

ally, when the flow of information ad-
heres to entrenched norms, all is well;
violations of these norms, however, often
result in protest and complaint. In a
health care context, for example, patients
expect their physicians to keep personal
medical information con½dential, yet they
accept that it might be shared with spe-
cialists as needed. Patients’ expectations
would be breached and they would likely
be shocked and dismayed if they learned
that their physicians had sold the informa-
tion to a marketing company. In this event,
we would say that informational norms for
the health care context had been violated.

Information technologies and digital
media have long been viewed as threat-
ening to privacy because they have radi-
cally disrupted flows of personal infor-
mation, from the corporate and govern-
mental databases of the 1960s to the sur-
veillance cameras and social networks of
the present day. The Net, in particular, has
mediated disruptions of an unprecedent-
ed scale and variety. Those who imagined
online actions to be shrouded in secrecy
have been disabused of that notion. As dif-
½cult as it has been to circumscribe a right
to privacy in general, it is even more com-
plex online because of shifting recipients,
types of information, and constraints
under which information flows. We have
come to understand that even when we in-
teract with known, familiar parties, third
parties may be lurking on the sidelines, en-
gaged in business partnerships with our
known parties. Information about us that
once may have languished in dusty ½le cab-
inets is now pinpointed in an instant
through search queries by anyone any-
where. In these highly informatized (that
is, information-rich) environments, new
types of information infuse our every ac-
tion and relationship.

We are puzzled by the new and differ-
ent types of information generated online,
some of it the by-products of our activi-
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ties, including cookies, latencies, clicks,
ip addresses, rei½ed social graphs, and
browsing histories. New and different
principles govern the flow of informa-
tion: information we share as a condition
of receiving goods and services is sold to
others; friends who would not violate con-
½dences repost our photographs on their
home pages; people around the world,
with whom we share nonreciprocal rela-
tionships, can see our houses and cars;
providers from whom we purchase Inter-
net service sell access to our communica-
tions streams to advertisers. Default con-
straints on streams of information from
us and about us seem to respond not to
social, ethical, and political logic but to
the logic of technical possibility: that is,
whatever the Net allows. If photographs,
likes and dislikes, or listings of friends pass
through the servers of a Facebook appli-
cation, there is no telling whether they
will be relinquished; if an imperceptible
(to the ordinary user, at least) JavaScript
code, or “beacon,” is placed by a website
one visits and enables the capture of one’s
browser state, so be it; if Flash cookies can
cleverly work around the deletion of http

cookies, no harm done. 

The dominant approach to addressing
these concerns and achieving privacy on-
line is a combination of transparency and
choice. Often called notice-and-consent, or
informed consent, the gist of this ap-
proach is to inform website visitors and
users of online goods and services of re-
spective information-flow practices and
to provide a choice either to engage or dis-
engage. Two substantive considerations
explain the appeal of this approach to
stakeholders and regulators. One is the
popular de½nition of a right to privacy as
a right to control information about one-
self. Transparency-and-choice appears to
model control because it allows individ-
uals to evaluate options deliberately and

then decide freely whether to give or with-
hold consent. How well it actually models
control is not a question I pursue here be-
cause whatever the answer, there remains
a deeper problem in de½ning a right to
privacy as a right to control information
about oneself, as discussed at length in
Privacy in Context.8

A second consideration is the compati-
bility of notice-and-consent with the par-
adigm of a competitive free market, which
allows sellers and buyers to trade goods
at prices the market determines. Ideally,
buyers have access to the information nec-
essary to make free and rational purchas-
ing decisions. Because personal informa-
tion may be conceived as part of the price
of online exchange, all is deemed well if
buyers are informed of a seller’s practices
collecting and using personal informa-
tion and are allowed freely to decide if
the price is right. The ideal market as-
sumes free and rational agents who make
decisions without interference from third
parties, such as government regulators.
Doing so not only demonstrates respect
for key actors, but also allows the mar-
ket to function ef½ciently, producing the
greatest overall utility. 

However, there is considerable agree-
ment that transparency-and-choice has
failed.9 Privacy advocates, popular media,
and individuals have become louder and
more insistent in pointing out and pro-
testing rampant practices of surrepti-
tious as well as flagrant data gathering,
dissemination, aggregation, analysis, and
pro½ling; even industry incumbents and
traditionally pro-business government
regulators admit that existing regimes
have not done enough to curb undesirable
practices, such as the monitoring and
tracking associated with behavioral ad-
vertising and predatory harvesting of
information posted on social networking
sites. Why exactly the existing transpar-
ency-and-choice, or notice-and-consent,
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approach has failed–and what to do about
it–remains hotly disputed.

For many critics, whom I call critical ad-
herents, the fault lies with the ubiquitous
regime of offering privacy to individuals
on a “take it or leave it” basis. A range of
thoughtful commentaries on the subject,
including those in the ftc and Depart-
ment of Commerce reports mentioned
above, have drawn attention to weak in-
stantiations of choice, while others have
highlighted problems with notice.10 Be-
cause to choose means to deliberate and
decide freely, the near-universal practice
of modeling choice as “opt out” can
hardly be said to model the ideal con-
sumer making purchasing decisions in the
ideal competitive marketplace. A deeper
ethical question is whether individuals in-
deed freely choose to transact–accept an
offer, visit a website, make a purchase, par-
ticipate in a social network–given how
these choices are framed as well as what
the costs are for choosing not to do so.11

While it may seem that individuals freely
choose to pay the informational price, the
price of not engaging socially, commer-
cially, and ½nancially may in fact be ex-
acting enough to call into question how
freely these choices are made. 

Privacy policies as enactments of no-
tice fare no better. That almost all priva-
cy policies are long, abstruse, and legal-
istic adds to the unrealistic burden of
checking the respective policies of the
websites we visit, the services we consid-
er and use, and the content we absorb.
Compounding the burden is an entity’s
right to change its policy at will, giving
due notice of such change, ironically,
within the policy itself and therefore re-
quiring interested individuals to read it not
once but repeatedly. Unsurprisingly, ample
evidence reveals that people do not read
privacy policies, do not understand them
when they do,12 and realistically could not
read them even if they wanted to.13 This

is not merely a matter of weakness of the
will. 

For critical adherents to transparency-
and-choice, these observations point to
the need for change, but not revolution.
Such critics have suggested correctives
including better mechanisms for choice,
such as reframing policies in terms of
“opt in” rather than “opt out” and locat-
ing moments of choice at times when
users might be able to pause and think.
They also advocate increasing transpar-
ency: for example, stipulating shorter pol-
icies that are easier to follow, along the
lines of nutritional labels. Suggestions also
apply to the content of policies. Whereas
in the past, online actors were entreated
simply to have policies, current correctives
would require adherence to fair informa-
tion principles.14 The details of these sug-
gestions are beyond the scope of this essay,
as are questions about how privacy pol-
icies and practices should be monitored
and enforced. This is because (as I argue
below) the consent model for respecting
privacy online is plagued by deeper prob-
lems than the practical ones noted so far. 

Iam not convinced that notice-and-con-
sent, however re½ned, will result in better
privacy online as long as it remains a pro-
cedural mechanism divorced from the par-
ticularities of relevant online activity. Take
the example of online behavioral advertis-
ing, which quickly reveals an inherent flaw
with the notice-and-consent approach.15

To begin, consider what might need to be
conveyed to users to provide notice of
what information is captured, where it is
sent, and how it is used. The technical and
institutional story is so complicated that
probably only a handful of deep experts
would be able to piece together a full ac-
count; I would hazard that most of the
website owners who contract with ad net-
works providing targeted advertising ser-
vices are not among such experts. Even if,
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for a given moment, a snapshot of the
information flows could be grasped, the
realm is in constant flux, with new ½rms
entering the picture, new analytics, and
new back-end contracts forged: in other
words, we are dealing with a recursive ca-
pacity that is inde½nitely extensible.16 As
a result of this complex and shifting land-
scape, users have been prone to conflate
(in a convenient but misleading way)
tracking with targeting. Further, the com-
plexity makes it not only dif½cult to con-
vey what practices are followed and what
constraints respected, but practically im-
possible.17

For critical adherents to notice-and-
consent, these types of cases exemplify
the need for brief and clear policies that
capture the essence of privacy practices
in ways ordinary people can grasp. I view
this as a futile effort because of what I call
the transparency paradox. Achieving trans-
parency means conveying information-
handling practices in ways that are rele-
vant and meaningful to the choices indi-
viduals must make. If notice (in the form
of a privacy policy) ½nely details every
flow, condition, quali½cation, and excep-
tion, we know that it is unlikely to be
understood, let alone read. But summa-
rizing practices in the style of, say, nutri-
tion labels is no more helpful because it
drains away important details, ones that
are likely to make a difference: who are
the business associates and what infor-
mation is being shared with them; what
are their commitments; what steps are
taken to anonymize information; how will
that information be processed and used.
An abbreviated, plain-language policy
would be quick and easy to read, but it is
the hidden details that carry the sig-
ni½cance.18 Thus the transparency par-
adox: transparency of textual meaning
and transparency of practice conflict in
all but rare instances.19 We seem unable
to achieve one without giving up on the

other, yet both are essential for notice-and-
consent to work.

Adherents may persist, pointing to other
arenas, such as health care and human
subject research, in which a similar trans-
parency paradox appears to have been
overcome. In health care, informed con-
sent protocols are commonly accepted
for conveying risks and bene½ts to pa-
tients undergoing surgery, for example, or
to subjects entering experimental treat-
ment programs, even though it is unlike-
ly they fully grasp the details. In my view,
these protocols work not because they
have found the right formulation of no-
tice and the authentic mechanism for con-
sent but because they exist within a frame-
work of supporting assurances. Most of us
are terrible at assessing probabilities and
understanding risks of side effects and
failed procedures; we are extremely poor
at visualizing the internal organs of our
bodies. It is not the consent form itself
that draws our signature and consigns us
to the operating table, but rather our faith
in the system.20 We trust the long years of
study and apprenticeship that physicians
undergo, the state and board certi½ca-
tions, peer oversight, professional codes,
and above all, the system’s interest
(whatever the source) in our well-being.
We believe in the benevolence of institu-
tions of higher learning and, in large part,
their mission to promote human welfare.
Far from perfect, and subject to high-vis-
ibility breaches, the systems that consti-
tute these safety nets have evolved over
centuries; they undergird and warrant the
consent agreements that patients and sub-
jects confront every day. In the online en-
vironment, by contrast, individual consent
agreements must carry the entire weight
of expectation.

Picking holes in the transparency-and-
choice (informed consent) approach,
problematic as it is, is not the end point of
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my argument. As it is, it may be the best
approach for this interim period while
the supporting assurances to shore it up
are developed. Such assurances are not
achieved by ½at, but may require decades
for relevant institutional forms and prac-
tices to progress from trial and error to 
a balanced settling point. The theory of
contextual integrity offers a shorter and
more systematic path to this point by in-
voking learned wisdom from mature sys-
tems of informational norms that have
evolved to accommodate diverse legiti-
mate interests as well as general moral and
political principles and context-speci½c
purposes and values. The promise of this
path is not merely that the equilibriums
achieved in familiar contexts may pro-
vide analogical guidance for online realms;
rather, the path acknowledges how on-
line realms are inextricably linked with
existing structures of social life. Online
activity is deeply integrated into social life
in general and is radically heterogeneous in
ways that reflect the heterogeneity of off-
line experience.

By now, the story is familiar: about the
advent of arpanet and, out of this, the
Internet, email as the unanticipated “killer
app,” the handoff of management from
government to private industry, and
emergence of the Web as the dominating
platform for most ordinary people’s ex-
perience of the Net. Along the way, the
Internet has progressed from an esoteric
utility for sharing computer resources and
data sets, intended for use by relatively
few specialists, to a ubiquitous, multifunc-
tional medium used by millions world-
wide.21 As it has progressed through these
stages, it has been conceptualized through
a series of influential ideations:22 from
information superhighway,23 enabling
swift flows of information and com-
merce;24 to cyberspace, a new frontier im-
mune from the laws of any land; to Web
2.0, a meeting place overflowing with ser-

vices and content, much of it generated by
users themselves.25

Each of these ideations captured sa-
lient aspects of the vast socio-technical
system that I have been calling “the Net”
as it developed through progressive phas-
es, and as it continues to do so today.
Indeed, the Net is characterized by enor-
mous malleability, both over time and
across applications. Although the brute
technical substrate of digital media–
architecture, design, protocol, feature
sets–may constrain or afford certain
activities, it does so no more than, say,
gravitational force, which similarly con-
strains and affords human activity while
leaving plenty of room for variation. For
example, the Net may have seemed essen-
tially ungovernable until China asserted
control and territorial borders quietly re-
emerged. Yet even that maneuver is in-
complete, leaving intact exhilarating pock-
ets of autonomy.26

A snapshot of today’s Net, conceived 
as an abstraction of technical layers and
social (economic and political) systems,
operates as infrastructure, bustling spaces,
and medium. Whether “online,” “in
cyberspace,” “on the Internet,” or “on
the Web,” individuals engage in banal
practices such as banking, booking trav-
el, and shopping, in many instances doing
so with the same institutions and compa-
nies they could call on the telephone or
visit at a physical location. Other activi-
ties–viewing movies, listening to record-
ings, reading literature, talking on an ip
phone, seeking information, communi-
cating via email, worshipping, and some
forms of shopping–are transformed in
their migration to the Net. In many in-
stances, these transformations are not
merely experiential but reflect institution-
al innovations, such as online churches
and dating services, virtual universities,
websites such as Amazon, Netflix, Mayo
Clinic, WebMD, eBay, and E*TRADE, and
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programs and services such as e-govern-
ment, e-zines, e-vites, e-readers, iTunes,
and iShares. 

Even greater novelty and more funda-
mental transformations are found in the
activities, practices, and institutional and
business forms built on top of these offer-
ings, including meta-engines that aggre-
gate, index, organize, and locate sites, ser-
vices, goods, news, and information; ex-
amples include kayak.com, Google search,
Google news, and Yelp.com. Web 2.0 has
wrought an additional layer of changes,
notably in production, creativity, and so-
cial life. These changes include interact-
ing via social networks, networking on
platforms, and facilitating peer-produc-
tion and user-generated content by way of
innumerable individual and small-group
blogs, wikis, and personal websites; re-
positories of global scale such as Wiki-
pedia, IMDb, Flickr, mmorgs (massively
multiplayer online role-playing games),
and YouTube; the online patient-support
community PatientsLikeMe; as well as
mash-ups, folksonomies, crowdsourcing,
and reputational systems. 

Questions about protecting privacy on-
line, particularly when framed as ques-
tions about online privacy, suggest that “on-
line” is a distinctive venue, sphere, place,
or space de½ned by the technological in-
frastructures and protocols of the Net,
for which a single set of privacy rules can,
or ought to, be crafted. I resist this no-
tion. However exhilarating the vision of
cyberspace as a new frontier, experience
reveals no insulated domain divorced from
“real life” and deserving distinctive regu-
lation. The Net does not constitute (draw-
ing on the terminology of contextual in-
tegrity) a discrete context. It is not a sin-
gle social realm, but the totality of experi-
ence conducted via the Net, from speci½c
websites to search engines to platforms
and on up into “the cloud,” crisscrossing
multiple realms. Activities online, medi-

ated by the Net (“on” the Web), are deeply
integrated into social life: they may be
continuous with brick-and-mortar cor-
relates or, at the very least, have the pow-
er to affect communications, transactions,
interactions, and activities in those realms
(and vice versa). Not only is life online
integrated into social life, and hence not
productively conceived as a discrete con-
text, it is radically heterogeneous, compris-
ing multiple social contexts, not just one,
and certainly is not just a commercial con-
text where protecting privacy amounts to
protecting consumer privacy and commer-
cial information.27 To be sure, the con-
tours of technology (architecture, proto-
col, design, and so on) shape what you
can do, say, see, and hear online, but while
alterations, or disruptions due to particu-
lar characteristics of the Net, impose puz-
zles and pose challenges for social con-
texts, they do not warrant sui generis,
uniform, cross-cutting rules determined
by the medium. Instead, the contexts in
which activities are grounded shape ex-
pectations that, when unmet, cause anxi-
ety, fright, and resistance.28

Answering questions about privacy on-
line, like those about privacy in general, re-
quires us to prescribe suitable, or appro-
priate, constraints on the flow of person-
al information. The challenge of privacy
online is not that the venue is distinct and
different, or that privacy requirements are
distinct and different, but that mediation
by the Net leads to disruptions in the cap-
ture, analysis, and dissemination of infor-
mation as we act, interact, and transact
online. The decision heuristic derived from
the theory of contextual integrity suggests
that we locate contexts, explicate en-
trenched informational norms, identify
disruptive flows, and evaluate these flows
against norms based on general ethical
and political principles as well as context-
speci½c purposes and values.



39

Helen
Nissenbaum

140 (4)  Fall 2011

To be sure, locating contexts online and
explicating the presiding norms is not
always straightforward (in the same way
that it is not when dealing with unmedi-
ated social spaces). Some of the more fa-
miliar cases, however, may provide in-
sight into the task. Whether you transact
with your bank online, on the phone, or
person-to-person in a branch of½ce, it is
not unreasonable to expect that rules gov-
erning information will not vary accord-
ing to medium. In the United States, banks
and other ½nancial institutions are gov-
erned by privacy rules formulated by the
ftc, which was given this authority by the
Gramm-Leach-Bliley Act.29 Auxiliary in-
formation (for example ip address or
clickstream), the artifacts of online trans-
action, should not simply be deemed “up
for grabs” just because that information
was not explicitly considered in rules for-
mulated before online banking became
common. Instead, it should be held to the
same standards that guided ½nancial pri-
vacy in the ½rst place. 

Similarly, while expectations of visitors
to Bloomingdales.com, NYTimes.com,
and MOMA.org may be affected by corre-
sponding, preexisting brands, they are
also shaped by the respective social con-
texts that these entities inhabit, includ-
ing the types of experiences and offerings
they promise. Accordingly, Amazon.com,
which came on the scene as an online
bookstore with no brick-and-mortar pre-
cursor, is nevertheless recognizable, akin
to, say, the Moravian Book Shop in Beth-
lehem, Pennsylvania, which was founded
in 1745 and is believed to be the oldest
continually operating bookstore in the
United States.30 As Amazon.com expand-
ed into other arenas, selling and renting
dvds, for example, one would assume per-
sonal information flows generated in
these transactions to be regulated by con-
straints expressed in the Video Privacy
Protection Act of 198831 in the same way

that West Coast Video must adhere to the
Act. Whether laws applicable to brick-and-
mortar video rental stores actually apply
to online video rental providers such as
iTunes and Amazon seems uncertain;
still, the requirements of contextual in-
tegrity, which anchors privacy rules in
social contexts and social roles, would
imply that they should. 

These examples merely scratch the sur-
face of the Net’s remarkable heterogene-
ity. Online offerings range from special-
ized information providers and distribu-
tors, such as MayoClinic.com and Web-
MD; federal, state, and local government
portals, providing services and informa-
tion directly to citizens; and structured re-
positories of user-generated content, such
as Wikipedia, YouTube, Flickr, Craigslist,
and social networks, including Facebook.
Religious denominations around the globe
have online presences, ranging from The
Holy See, claiming to be the “of½cial” Vat-
ican website,32 to online churches,33 of-
fering in-home, Web-based religious en-
gagement that replaces or supplements
regular church attendance. This list does
not capture the fluidity and modularity
of existing offerings, which include com-
binations and permutations (mash-ups)
constrained only by human creativity
and the technological limits of the mo-
ment. Many popular websites, for exam-
ple, combine modules of enterprise-gen-
erated content with user-generated feed-
back, or storefronts with varieties of social
networks, political content with open
blogs, and more. 

To the extent that the Net is deeply
embedded in social life, context-speci½c
informational norms may be extended to
corresponding online activities. Thus, pri-
vacy rules governing ½nancial institutions,
for example, would extend to E*TRADE
even though it operates primarily via 
an online portal. Online offerings and ex-
periences may defy existing norms, how-
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ever, as they incorporate some of the
novel forms mentioned above. In such
circumstances, the theory of contextu-
al integrity directs us beyond existing
norms to underlying standards, derived
from general moral and political consid-
erations as well as the ends, purposes, and
values of respective contexts.34 Novel
activities and practices, which implicate
different types of information, expand-
ed groups of recipients, and altered con-
straints on flow are evaluated against
these standards. 

Applying this reasoning to online ½ling
of income tax returns is fairly straight-
forward. In the United States, rigorous
con½dentiality requirements governing
individual tax records, impervious even
to certain types of law enforcement
needs, have developed over the past 150
years.35 Although present-day code, for-
malized in the 1970s, may have little to
say about e-½ling speci½cally, we would
not expect auxiliary information generat-
ed through online interactions to be “up
for grabs,” freely available to all comers.
Even in the absence of explicit rules,
guidance can be sought from the values
and purposes that have yielded existing
con½dentiality rules for information in
traditional paper-based tax records. In
the Disclosure and Privacy Law Refer-
ence Guide, the irs asserts that “there
must be public con½dence with respect to
the con½dentiality of personal and ½nan-
cial information given to us for tax ad-
ministration purposes. . . . The con½den-
tial nature of these records requires that
each request for information be evaluat-
ed in light of a considerable body of law
and regulation which either authorize or
prohibit disclosure.”36 This connection
was acknowledged as far back as 1925,
when Secretary of the Treasury Andrew
Mellon remarked, “While the government
does not know every source of income of
a taxpayer and must rely upon the good

faith of those reporting income, still in
the great majority of cases this reliance is
entirely justi½able, principally because
the taxpayer knows that in making a
truthful disclosure of the sources of his
income, information stops with the gov-
ernment. It is like con½ding in one’s law-
yer.”37 A presumption of strict con½den-
tiality is derived from values and purpos-
es–public compliance, trust, con½dence
in government–that prohibit all sharing
except as allowed, on a case-by-case basis,
by explicit law and regulation.

The more challenging cases confront-
ing us include forms of content, service,
and interaction that are speci½c to the Net
or that do not have obvious counterparts
elsewhere. Search engines such as Google
and Bing, essential for navigating the
Web, may constitute an important class
of cases. And while sites such as Mayo
Clinic and WebMD might seem similar
enough to familiar reference resources,
health information sites are prodigious,38

offering everything from personalized and
interactive services that allow users to sign
in and pose questions about their partic-
ular problems, to personal health record
repositories that provide space to store
health records (for example, Microsoft
Health Vault), and to social networking
sites devoted to communities of fellow
sufferers (for example, PatientsLikeMe). 

Without denying that the Net has yield-
ed much that is novel and strange, includ-
ing new types of information and new in-
stitutional forms, online activities them-
selves are strangely familiar: connecting
with a friend, collaborating on a political
mission, applying for a job, seeking reli-
gious or spiritual sustenance, pursuing ed-
ucational opportunity, catching up on lo-
cal and world news, or choosing a book to
read, music to enjoy, or movies to watch.
Although searching on Google is differ-
ent from looking up material in a library
catalog, in part because the contents of the
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Web are quite different from the contents
of a library, there is similarity in these two
activities: both may include the pursuit
of research, knowledge, and intellectual
enrichment. In all such activities, liberal
democratic societies allow great freedom,
unconstrained by the watchful gaze or ap-
probation of authorities, just as they allow
citizens to seek political or religious in-
formation or af½liation. Just as with the
offline environment, we would expect the
same standards to prevail online, dictat-
ing that online footprints should not be
recorded and registered in order to mini-
mize risk of interference, by either human
or machine. 

The interest in privacy online that the
ftc and Commerce Department have
recently shown is a positive develop-
ment, particularly because it acknowl-
edges a growing concern over privacy
and ampli½es public discussion of the
wildly unrestrained collection of person-
al information by nongovernmental ac-
tors. Their interest has been limited,
though, by a focus on protecting privacy
online as, predominantly, a matter of
protecting consumers online and protect-
ing commercial information: that is, pro-
tecting personal information in commer-
cial online transactions.39 Neither agen-
cy has explicitly acknowledged the vast
landscape of activity lying outside the
commercial domain. As long as public
discourse about privacy online takes the
marketplace and commerce as proxies for
the whole, conceptions of privacy will be
inadequate. We need to take full account
of the radical heterogeneity of online ac-
tivity and practice.

One might argue that the Net is almost
completely commercial, pointing to the
prevalence of private payment as the
means supporting online activity. Aside
from government presences, the Net is
almost wholly owned by private, for-

pro½t entities, from the underlying phys-
ical infrastructure to network service pro-
viders, providers of utilities and applica-
tions, and retailers of goods, content, and
services. Furthermore, commercial adver-
tising managed through the complex
ecosystem of ad networks, ad exchanges,
and analytics and marketing companies
has emerged as a dominant business mod-
el for supporting online content and ser-
vices. This model prevails in a variety of
online locations, from large corporate
websites, to personal blogs such as Noob
Cook, a site with seventeen trackers, or
Dictionary.com, with nine trackers from
advertising companies, such as Double-
click, Media Math, Microsoft Atlas, and
others.40 Wikipedia remains a rather re-
markable standout, supported by the non-
pro½t Wikimedia Foundation and sport-
ing no trackers.41

By this logic, the Commerce Depart-
ment and the ftc would be precisely the
governing bodies to have oversight of
online activity, and norms of the compet-
itive, free marketplace would make the
most sense for regulating it. Yet private
payment, whether through direct charges
for goods, services, access, or participa-
tion, or through income from advertis-
ing, does not on its own signal complete
surrender to marketplace norms. Accord-
ing to political philosopher Elizabeth
Anderson, many functions in society
straddle boundaries between the com-
mercial and noncommercial. How they
are supported is not decisive but rather
how they measure up to standards of
quality or excellence. Private payment 
as a form of support does not require
total concession to marketplace norms;
instead, we expect functions such as edu-
cation, health care, religion, telecommu-
nication, and transportation, whether
privately paid for or not, to meet inde-
pendent ideals. As Anderson warns,
“When professionals sell their services,
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they enter into market relations that
impose norms on their activities which
potentially conflict with the norms of
excellence internal to their professional
roles.”42 But we expect more from pro-
fessionals–from doctors, lawyers, ath-
letes, artists, church ministers, and teach-
ers–than the pursuit of pro½t. People
pay for medical care at private practices
and hospitals, for instance, and for edu-
cation at a variety of institutions. In these
and other cases, in which complete sur-
render to marketplace norms would re-
sult in corrupt and impoverished prac-
tice, Anderson advocates a proper balance
of market norms with internal standards
of excellence. 

This point might seem obvious, but
certain brands of free-market capitalism
make it easy to confuse the quest for
pro½t with the pursuit of internal stan-
dards of excellence.43 When Sergey Brin
and Larry Page ½rst launched the Google
search engine, they regarded commercial
influences as contrary to a search engine’s
core mission as a performance-driven
tool serving individuals’ interests in lo-
cating information on the Web. Eschew-
ing advertising, they wrote in the appen-
dix of a 2007 paper, “The goals of the
advertising business model do not always
correspond to providing quality search to
users. . . . We believe the issue of advertis-
ing causes enough mixed incentives that
it is crucial to have a competitive search
engine that is transparent and in the aca-
demic realm.”44 In other, less visible cases,
similar concerns may be raised: for
example, Amazon’s purchase of IMDb, 
a website of information about movies,
developed and initially maintained by
volunteers. Even in the case of the famil-
iar lending library, originally conceived
in the United States by Benjamin Frank-
lin as publicly funded, many functions
have been taken over by private, for-
pro½t companies online.45

The point is not to see Brin and Page 
or other developers as “sellouts.” Con-
founding sources of support with guiding
norms obscures our recognition of the
internal standards of excellence that we
can hold search companies to even as
they seek commercial support, indepen-
dent of their performance in the market-
place.46 The same argument holds for
content vendors and information ser-
vices providing, in the private sector,
many services also provided by public
libraries. I am not suggesting that there is
consensus, or that questions about inter-
nal norms of excellence are easily settled;
endless struggles over what constitutes 
a good newspaper, school, or health care
system attest to this. But they also reveal
a strong belief that beyond pro½t, such
standards are at play and are socially im-
portant.

Recent attention given to the challenge
of protecting privacy online is a positive
development. Although success is ham-
strung by the foot-dragging of those whose
power and pro½t are served by unrestrict-
ed flows of personal information, it is also
limited by underdeveloped conceptions
of privacy and the role it plays in sustain-
ing the Net as a public good, capable of
serving diverse interests. Early portrayals
of cyberspace as a new frontier, different,
distinct, and out of the reach of tradition-
al law, have for the most part been aban-
doned, yet no other single vision has cap-
tured public imagination in quite the
same way. This is unsurprising given the
Net’s massive growth as a complex in-
frastructure, content delivery system, and
media space. The lack of a reigning pub-
lic vision has meant that controversial
moral and political matters are settled
more often by technical affordances than
by clearly articulated public moral and
political principles. For privacy this has
been devastating, as the Net, constructed
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through an amalgamation of the sciences
and technologies of information, compu-
tation, and networking, affords radical
disruptions of information flows. With
economic and social incentives stacked
against constraints on flow, burdening
individuals with the full weight of pro-
tecting their privacy online through
notice-and-choice is unlikely to yield
success.

My preferred alternative builds from
the vision of life online as heterogeneous
and thickly integrated with social life.
Despite distinctive qualities of online
movement, transactions, activities, rela-
tions, and relationships, when abstracted
from particulars these retain ½delity with
the fundamental organizing principles of
human practice and social life. Drawing
on work from social theory and philoso-
phy, the framework of contextual integri-
ty conceives of these spheres as partially
constituted by norms of behavior, among
them norms governing the flow (sharing,
distributing) of personal information.
We should not expect social norms, in-
cluding informational norms, simply to
melt away with the change of medium to
digital electronic any more than from
sound waves to light particles. Although
the medium may affect what actions and
practices are possible and likely, sensible
policy-making focuses on the actions and
practices themselves, with an eye to their
function within social spheres and their
standing in relation to entrenched social
norms. 

Two broad recommendations follow
from the argument thus far. First, in our
online activity we should look for the
contours of familiar social activities and
structures. For much that we do online
–banking, shopping, communicating,
and enjoying culture and entertainment
–this is not a dif½cult task. Where corre-
spondences are less obvious, such as con-

sulting a search engine to locate material
online, we should consider close analogues
based not so much on similarity of action
but on similarity of function or purpose.
Consulting a search engine, in this regard,
is akin to conducting research, seeking
information and association, searching a
library catalog, and pursuing intellectual
enlightenment. Time spent on social net-
works, such as Facebook, is an amalgam
of engagement with personal, social, inti-
mate and home life, political association,
and professional or work life. As we lo-
cate correspondences, we bring into view
the relevant governing norms. If I am
right about how search engines are used
and for what purposes, then the govern-
ing norms would be strict con½dentiality
with regard to Web search histories and
perhaps, as practiced by many public
libraries, the prompt expunction of such
records to minimize risks of leakage or
mandated handovers as well as the temp-
tation of future sharing for ½nancial gain.
At present, Google, unlike other search
providers, has expressed a commitment
to maintaining a barrier between identi-
½able search records and other records it
accumulates with user pro½les. Although
this decision adheres to the spirit of the
conception of Web search I have urged,
questions remain about the ef½cacy of
their approaches to de-identifying search
logs and the fact that the commitment
can be revoked at any moment, as was
Google’s commitment to forgo behav-
ioral advertising.47

This view of online privacy also implies
that contexts, not political economy,
should determine constraints on the flow
of information. Companies merge and ac-
quire other companies for many different
reasons: for example, to strengthen and
expand their range of holdings, to gain
market dominance in a particular area, or
to establish control over vertical chains
of necessary resources. Among the valu-
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able assets that motivate acquisitions are
databases of personal information, as
demonstrated (presumably) by Google’s
acquisition of Doubleclick and Choice-
point’s systematic acquisitions of small-
er, special-purpose data holders.48 But
databases of personal information shared
in one context, under constraints of the
relevant informational norms, should not
be treated as just another asset, akin to
buildings, furniture, and supplies. The pri-
vacy policies of large diverse companies,
such as Walt Disney, General Electric,
Google, Citigroup, Viacom, and Micro-
soft, however, reveal porous boundaries
among subsidiaries, with little acknowl-
edgment of a need to account for patterns
of information flow within a single com-
pany. Online conglomerates are no dif-
ferent as they strive to achieve vertical
integration by controlling the raw mate-
rials of their industry, namely, informa-
tion. Against these trends, we must es-
tablish respect for the boundaries of con-
text and associated informational norms. 

There is little doubt that when commu-
nicating with the public, corporations un-
derstand the importance of acknowledg-
ing the integrity of contexts. Even though
to corporate investors a company might
boast diverse informational assets, to the
public it generally identi½es units that are
socially meaningful. It may be that in these
acts of self-presentation, companies ac-
knowledge the contextual heterogeneity
of their offerings and therefore open the
door to corresponding context-speci½c
norms. By calling its online offering a uni-
versity, a shoe store, a church, a medical
center, a friendship network, or a bank, a
company gives users a way to understand
the services or activities that take place
there, and it invites evaluation against re-
spective norms, whether these are em-
bodied in law or simply arise from rea-
sonable expectations.49 Staying true to
these self-portrayals requires companies

to commit to partitioning information
holdings along contextual contours rath-
er than along lines of corporate owner-
ship. 

There is no denying the transformative
effects of digital technologies, including
the rich and teeming online activity they
have spawned. Recommending that we
locate familiar social contexts online
and, where it makes sense, connect activ-
ities and offerings with them is not to dis-
pute this. Instead, the aim is to reveal rel-
evant standards of excellence. As social
contexts, activities, roles, and rules mi-
grate online, respective context-speci½c
values, ends, and purposes serve as stan-
dards against which information-sharing
practices can be evaluated as legitimate
or problematic. It is important to keep in
mind that privacy norms do not merely
protect individuals; they play a crucial
role in sustaining social institutions.50

Accordingly, restraints on search engines
or social networks are as much about sus-
taining important social values of cre-
ativity, intellectual growth, and lively
social and political engagement as about
protecting individuals against harm. Ben-
jamin Franklin knew as much when he
insisted on privacy protection for the
U.S. mail, not only to protect individuals
but also to promote a meaningful social
role for the service. We should expect no
less for email and ip telephony.

My second recommendation applies 
to online cases without straightforward
social precedents. As discussed earlier,
social forms online sometimes enable
con½gurations of actors, information, ac-
tivities, and experiences that are unfamil-
iar, at least prima facie. In these cases, I
suggest starting with ends, purposes, and
values and working from there back to
norms. A politician’s website that allows
citizens to “talk back” comprises an un-
usual platform for which no preexisting
rules apply to, say, digital footprints left
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by visitors to the site. Here, the right ap-
proach is not an opportunistic informa-
tion grab. Although this may serve imme-
diate needs of an imminent political
campaign, it does not serve the purposes
of encouraging frank political discussion,
which is understood to flourish in envi-
ronments of great freedom.51 If people
expect to be monitored, if they anticipate
that their recorded views will be shared
with particular third parties for money 
or favors, they are likely to be more
watchful, circumspect, or uncooperative.
The issue, however, is not how particular
practices affect individuals, but the im-
plications for particular purposes and
values. Circumspection and cooperative-
ness are productive of certain ends but
not others. Working backward from these
values, we develop rules for situations in
which there appear not to be any obvious
candidates.

Growing momentum to confront the
problem of privacy online is a welcome
development. It would be a mistake,
however, to seek remedies that make pri-
vacy online something distinct. Protect-
ing privacy is a matter of assuring appro-
priate flows of personal information,
whether online or offline, and disrup-
tions in information flow, enabled by in-
formation technologies and digital media,
can be equally disturbing, whether online
or off. Because much of what happens
online is thickly integrated with social
life writ large (and vice versa), solving the
privacy problem online requires a fully
integrated approach. I have articulated
one step toward this goal, resisting the
suggestion that, with regard to privacy,
the Net is virgin territory where it falls to
the parties to construct terms of engage-
ment for each transaction. Given how
deeply rooted are our expectations of
right and wrong concerning the sharing
of information about ourselves and oth-

ers, it is no wonder that over time intri-
cate systems of norms have developed to
govern all domains of social life.

To adapt these systems to social rela-
tions and contexts that have expanded
into digital media spaces, we must make
explicit much that has operated implicit-
ly, and in the process reject entrenched
norms that no longer promote the achieve-
ment of moral and political values as well
as context-speci½c ends. To leave the pro-
tection of privacy online to negotiations
of notice-and-consent is not only unfair,
it is to pass up a critical public policy
opportunity that will have rami½cations
for the shape and future of the Net. If
pursued conscientiously, the process of
articulating context-based rules and
expectations and embedding some of
them in law and other specialized codes
will yield the safety nets that buttress
consent in ½elds such as health care and
research. With these precautions in place,
plenty of room would still remain to ex-
press personal preferences and to main-
tain a robust role for informed consent.
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The Internet is an extraordinary tool for human
interaction, connecting millions of people with
various information technologies and systems
across a global communication network.1 Despite
the advantages of the Internet for communication
breadth and ef½ciency compared to offline interac-
tions, there are legitimate concerns about what it
means to trust others in a shared Internet com-
mons. For example, the social cues we rely on to
detect risk and uncertainty in the physical world
are often unreliable when we do not know who is
behind the digital curtain of anonymity. We inter-
act online to share personal information, ½nd
answers to questions, make ½nancial transactions,
play social games, and maintain professional and
personal relationships. Sometimes our online in-
teractions take place between two or more humans
using different tools and services, including social
networking websites, chat clients, messaging sys-
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tems, blogs, and forums. In other cases,
individuals are not directly involved in
information transfers; we allow comput-
er systems to act as agents, managing and
exchanging our information according to
speci½c rules and heuristics. 

In each type of interaction mentioned
above, risks and uncertainties complicate
our decisions. Should we post pictures
from a recent party to a social networking
site? Can we believe the highly negative
evaluation of a local restaurant on a re-
view site? Are our medical search histo-
ries safe with our favored search engine
companies? In some cases, the stakes for
imparting our trust may be relatively low,
such as when we evaluate the validity of
an email chain letter or choose a restau-
rant based on a few anonymous reviews.
However, when real ½nancial and materi-
al assets are involved and there is ambi-
guity about a given outcome, trust is im-
perative. Valuable assets constitute risk
(or what is at stake) in an interaction; the
numerous sources of ambiguity about an
outcome create uncertainty. 

The combination of risk and uncer-
tainty is critical for understanding trust
in any situation, whether online or off-
line. Some situations might carry high
risks, such as ½nancial assets or personal
reputation, but little or no uncertainty
about the outcome. In other circum-
stances, nothing of signi½cant value is at
stake, but the outcome is indeterminate. I
agree with those who argue that trust is
relevant only when risk and uncertainty
exist together.2 In this view, trust is not
simply the absence of risk and uncertainty.
More accurately, trust is a complex hu-
man response to situations that are rife
with risk and uncertainty.

Given the many risks and sources of
uncertainty that exist in online interac-
tions, it is unsurprising that trust remains
a principal topic in social and technical
studies of the Internet. In addition to the

interpersonal communications that oc-
cur between humans on the Internet, the
Internet infrastructure itself (computers,
protocols, and connections) depends on
reliable and secure relationships between
systems. The Internet is a complex ar-
rangement of layered trust relationships,
including small networks among hard-
ware systems, protocols that often pre-
sume reliable relationships between these
networks, human administrators who
con½gure and maintain the disparate net-
works, and, ½nally, the end users who op-
erate personal computers and devices to
interact with other humans and systems. 

This essay examines key concepts such
as trust, trustworthiness, cooperation, and
assurance in online environments. The
distinction between interpersonal trust
(human to human) versus system trust
(human to system) is particularly impor-
tant as we begin to think about the future
of trust on the Internet. To many social
scientists, it makes little or no sense to
treat systems as autonomous entities in
the same way we regard humans. Like-
wise, some computer scientists who wor-
ry about the security and reliability of
systems may see little in common be-
tween the uptime or security of an Inter-
net server and the ambiguities of friend-
ships and online social relationships.
However, there is much to gain from con-
sidering different meanings of trust in
the context of speci½c risks and various
sources of uncertainty. The interests of
those who endeavor to build a more reli-
able and secure Internet may not be so
different from those who use the Internet
for countless social purposes. In each
case, the concept of trust can help de½ne
and describe the complexity of anticipat-
ing imminent outcomes and behaviors in
the presence of uncertainty.

Some scholars argue that the term trust
is accurate only when applied to interper-
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sonal, human relationships. According to
this view, interpersonal trust develops
over time in a direct relationship when
one party believes the other party has
incentive to act in her interest or take her
interests to heart.3 Eventually, an endur-
ing relationship can develop, consisting
of either indirect or direct interactions.
The continually ful½lled expectation of
trustworthy behavior from another per-
son over time de½nes a trust relationship. 

Intuitively, we separate the deeper
sense of trust that we evoke when we
speak of family, friends, and other indi-
viduals with whom we share close ties
from the term’s more mundane usages
(as in, for example, the statement “I trust
the mail carrier to pick up on time”). The
same issue extends to online environ-
ments. On popular online social network-
ing services, such as Facebook, we might
not trust every friend in the same way or
in the same circumstances. One way to
disentangle the complexity of interper-
sonal trust is to consider carefully what
constitutes a trusting relationship in a
speci½c context. Trust is a useful and
meaningful term when we consider the
possibility that not all friendships and
acquaintances are, in fact, trust relations.

Political scientist Russell Hardin de-
scribes signi½cant trust relationships as
those in which each party encapsulates
the other’s interests.4 For example, con-
sider two workers who collaborate on a
complex project. If the individuals trust
one another, then they each believe the
other is trustworthy enough to perform a
certain type of task in a competent way.
One person may entrust her work for
modi½cation or enhancement by the
other and continue to do so in a recipro-
cal fashion over time. In Hardin’s encap-
sulated-interest framework, the project is
important and valuable to both individu-
als, and each understands the value to the
other. This example also emphasizes the

fact that trust is largely dependent on the
speci½c situation of social interaction.
We might trust various people in differ-
ent contexts, but trust very few (if any)
people in every context. 

On the Internet, it may be dif½cult or
impossible to develop encapsulated inter-
est between individuals with ephemeral
communications and very little at stake
(for example, public chat rooms or thread-
ed conversations on a range of topics).
However, in popular forms of Internet
communication such as online dating,
trust is intrinsic to every aspect of the
user experience. Beyond its popularity as
a tool for ½nding romantic relationships,
online dating provides a unique window
into the complexities of building online
interpersonal trust over time through dif-
ferent forms of communication. Online
dating is largely about learning to use the
affordances of online communication
channels with low personal risk, with the
purpose of ½nding individuals who are,
among other things, suf½ciently trust-
worthy to meet in person.5

Online dating interactions typically
follow trajectories that begin with highly
uncertain, but low-risk, online interac-
tions with others (such as online messag-
ing and inquiries about possible inter-
est). Interactions are initially uncertain
because individuals know only the ver-
sion of each other presented in their dat-
ing pro½les. Individuals have a high de-
gree of control over how much they want
to risk revealing about themselves in dif-
ferent channels of communication (in-
cluding instant messages, email mes-
sages, online chats, telephone conver-
sations, and face-to-face interactions). 
If the process of learning about a poten-
tial date is successful, individuals may
continue their communication offline,
where physical and personal risks are
arguably more numerous. 
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Although trust and trustworthiness ap-
pear interchangeably in common vernac-
ular, they are distinct concepts. Trustwor-
thiness is a characteristic or property of an
individual; trust is an attitude or belief we
have about those who are trustworthy.6
Unlike interpersonal trust, an assessment
of trustworthiness does not require prior
½rsthand communication or experience. 

A common way to infer the trustwor-
thiness of another in online environ-
ments is through explicit or implicit
third-party reputation information. If we
receive online advice from someone we
do not already know, even basic informa-
tion about others’ experiences with the
individual can help us make an informed
decision about the credibility of his or
her claims. Explicit reputation informa-
tion includes ratings, reviews, and other
assessments of his or her qualities based
on prior personal experience. Alterna-
tively, implicit reputation information
includes signals, cues, and traces from an
individual’s prior actions that might cor-
relate with future behavior (for example,
his or her frequency of activity in an on-
line forum or accuracy of grammar and
spelling). Online reputation information
is not a perfect solution to the problem of
trust because it is vulnerable to exploita-
tion, deception, and misinterpretation.
Despite these challenges, stable reputa-
tion systems can ameliorate concerns
about risk and uncertainty, leading to
online cooperation and higher assess-
ments of trustworthiness. 

Many different issues can affect judg-
ments of trustworthiness, including the
nature of the situation and perceptions
about another person’s intentions and
motivations. When we assess an individ-
ual’s trustworthiness, we essentially de-
cide whether to take a risk with that per-
son. Typically inconsequential features
and characteristics become essential for
inferring trustworthiness, even if our

assumptions about the link between cer-
tain characteristics and behavior are im-
perfect. This observation extends to the
online world of social interaction, where
email addresses, domain names, and
other features imply trustworthiness in
the absence of other available attributes.7

Given that relational trust requires
ongoing, experiential information about
another person, nonrepeated interac-
tions between individuals with no prior
communication are not based on trust:
they are acts of risk-taking. In interper-
sonal online interactions, an act of risk-
taking does not guarantee reciprocity or
the development of trust. In fact, experi-
mental research in computer-mediated
environments demonstrates that risk-
taking among anonymous actors often
goes unreciprocated.8 Numerous online
interactions are fleeting, one-time com-
munications. Examples include ques-
tion-and-answer forums, threaded com-
ments on websites, blog commentaries,
and public online chat rooms. In these
situations, assessments of trustworthi-
ness can be essential, even if relational
trust is not possible. For this reason, to
call for more trust in anonymous online
interactions is misleading. Relational
trust is not even possible or desired in
these situations, but the ability to infer
trustworthiness is essential.

Signaling one’s intentions through an
initial act of risk-taking is critical in
online interactions when incomplete
information (anonymity or pseudonymi-
ty) makes it dif½cult to assess the trust-
worthiness of others. Risk-taking can act
as a signal when individuals intentional-
ly give up something of value without 
any explicit form of assurance. For exam-
ple, taking a disproportionate amount of 
risk in an online transaction by sending
money before an item has shipped sends
a clear signal that the buyer believes the
seller is trustworthy. Willful acts of on-
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line risk-taking can also send a more 
general signal about an individual. As
media and social communications schol-
ar Judith Donath argues, “[R]isk taking is
another behavior that may seem irra-
tional, but when viewed as a signal, can
be seen as a way of claiming a high level
of ½tness. . . . [P]osting revealing or culpa-
ble material online arguably has become
another forum for signaling impervious-
ness to danger and repercussions.”9 Those
who show that they are willing to take a
chance online open themselves to risk;
however, the long-term payoff is a kind 
of online social intelligence that rewards
risk-taking with new opportunities.10

If individuals cooperate with one
another over time, is it accurate to say
that the individuals are engaged in a
trusting relationship? There are roughly
two schools of thought on the link be-
tween trust and cooperation, but both per-
spectives agree that the two concepts are
separate. Scholars such as political scien-
tist Robert Putnam argue that trust is
required to produce cooperation, which in
turn helps create productive societies.11

A competing viewpoint maintains that
trust exists at the interpersonal level to
produce “social order and to lower the
costs of monitoring and sanctioning that
might be required if individuals were not
trustworthy.”12 In this latter view, cooper-
ation can (and often does) exist inde-
pendently of trust. 

Conceptualizing the difference between
trust and cooperation requires an under-
standing of motivations and the context
in which individuals interact. For exam-
ple, elected of½cials on different sides of
the political spectrum may cooperate on
legislation to further their own (perhaps
competing) interests. Similarly, individ-
uals who agree to exchange valued goods
and services through popular online clas-
si½ed advertisement websites (such as
Craigslist) may cooperate by successfully

completing an agreement or exchange. In
both examples, cooperation can exist
without requiring interpersonal trust.
However, “trust is most likely to emerge
in contexts in which the parties ½nd
themselves in ongoing relationships,”13

argue sociologist Karen Cook and her
colleagues. Trust may not be required in
cooperative interactions but becomes
increasingly important as relationships
persist. 

Experimental research clearly demon-
strates that acts of trust are distinct from
acts of cooperation. In one laboratory
study of social exchange in a computer-
mediated system, my colleagues and I
measured entrusting behavior as the
number of valued items a participant
entrusted to another.14 Individuals could
keep the valued items or return them to
the entruster (who would then receive
double the entrusted value in return, 
paid by the experimenter). Cooperation,
therefore, was the decision to return
rather than keep the entrusted items. The
results of the study show that individuals
entrust very little to their partners when
they exchange with a new, random part-
ner on every interaction opportunity.
However, when individuals interact with
the same cooperative partner over time,
they tend to increase slowly the amount
entrusted. Thus, cooperation over time
leads to larger, higher-risk entrustments.
The occurrence of ongoing risk-taking in
the presence of uncertainty makes trust
both possible and relevant. It is the process
of risk-taking with the same individual
over time that separates one-time assess-
ments of trustworthiness from interper-
sonal trust.

When organizational or institutional
mechanisms exist to protect individuals
from harm (such as betrayal), individuals
tend to rely primarily on the third-party
protections instead of building mutual
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trust. This inclination leads to a trust par-
adox because the assurance structures
designed to make interpersonal trust
possible in uncertain environments un-
dermine the need for trust in the ½rst
place. Individuals have a strong incentive
to act cooperatively when robust moni-
toring and assurance structures are pres-
ent, but cooperation in these cases has
more to do with sanctions and other neg-
ative outcomes than interpersonal trust.
In essence, strong forms of online securi-
ty and assurance can supplant, rather
than enhance, trust.15 A different way of
viewing the trade-off between trust and
assurance requires returning to the pre-
conditions of risk and uncertainty that
underlie interpersonal trust relations.
Effective assurance systems minimize or
eliminate one or more forms of uncer-
tainty, such as the ambiguity of another’s
intention to follow through with a prior
agreement. The source of uncertainty
then shifts to the assurance system,
thereby making trustworthiness and reli-
ability of the institution or organization
the salient relationship. 

Strong assurance systems are widely
portrayed as a solution to the problem of
trust in Internet environments. For ex-
ample, third-party veri½cation systems
for buyers and sellers who use Internet
auctions help reduce malfeasance and
fraud.16 In addition, a leading suggestion
for addressing the reliability of routing
information on the Internet involves the
concept of a trust anchor, or an authorita-
tive body that provides assurances about
data authenticity between Internet net-
works.17 However, my research with
Ashwin Mathew, Ph.D. candidate at the
University of California, Berkeley, dem-
onstrates that the complexities of Internet
routing are currently resolved through
interpersonal trust relationships among
network administrators.18 Ongoing trust
relationships enable the network admin-

istration community to act collectively
and dynamically to keep information
flowing properly through the disparate
networks that form the larger Internet.
Replacing human interpersonal relation-
ships with authoritative trust anchors
would provide a centralized point of deci-
sion-making, but also of potential failure. 

The choice between assurance struc-
tures or emergent trust relationships
without structural assurances on the
Internet is largely about short-term ver-
sus long-term goals. Assurances lessen
uncertainties, while trust thrives where
uncertainties are abundant. Although
individuals cooperate as if they trust one
another when third-party assurance
structures guarantee interactions, this
behavior is ultimately unstable. When
and if institutional assurance structures
fall short, individuals realize that the
original source of security is gone, and
interpersonal relationships must be
forged once again amid uncertainty. 

Experimental research on computer-
mediated trust relationships supports the
claim that assurances may solve short-
term problems of cooperation at the
expense of building long-term trust. In
laboratory research on trust and forms of
social exchange, my colleagues and I ½nd
that individuals build high levels of trust
when partners cooperate in highly uncer-
tain environments, compared to those
who cooperate in low-uncertainty envi-
ronments (namely, when interactions are
ensured by a third party). However, when
individuals who have built trust with
their partners without assurances shift
into a new interaction environment with
assurances, trust signi½cantly decreases
between the pair even when cooperation
remains high.19 As individuals learn to
rely on assurance structures, they do so at
the expense of interpersonal trust. The
key implication is that if assurances fail,
cooperation and trust will fail as well. 
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My discussion of trust and related con-
cepts has thus far been limited to inter-
personal, human-to-human interactions.
However, many researchers and practi-
tioners primarily focus on the relation-
ship between humans and the technolo-
gies, systems, and interfaces that we use
on the Internet. Online trust has been the
focus of a wide variety of research in In-
ternet studies, computer-mediated com-
munication, human-computer interac-
tion, computer-supported cooperative
work, and related ½elds. Among the more
technical areas in Internet research, the
term trust routinely refers to several relat-
ed but distinct concepts, including credi-
bility, security, surety, and reliability. Unfor-
tunately, these numerous meanings cre-
ate an overabundance of complex models
that are largely incompatible because of
the vast conceptual differences among
key terms. 

Trust in an information system primar-
ily involves individuals’ expectations
about whether the system will operate in
a predictable manner and provide reli-
able outputs. While many may feel that a
hard-line distinction between human-to-
human and human-to-system trust is
unnecessary, the potential difference in
meaning for terms such as intention,
agency, cooperation, and choice is dif½cult to
ignore when considering programmed
systems versus human actors. For exam-
ple, philosopher Annette Baier argues
that relational, interpersonal trust de-
pends on the possibility of betrayal by
another person.20 Information systems
and computer programs appear to lack
the agency and consciousness to choose
freely to betray the trust that users place
in them. 

In many situations, there may be little
perceived difference in the evaluation of
risk and uncertainty when interacting
with a system or with another person.
From the perspective of humans who

believe that they trust systems, evaluat-
ing the trustworthiness of a system is
very much like assessing the trustworthi-
ness of a person because an individual
will use his or her prior experiences with
the system (and other similar systems) to
create an estimate of risk and uncertain-
ty. However, the interaction lacks the rela-
tional dynamic that is essential to inter-
personal trust. Even if an individual de-
velops very complex heuristics for “trust-
ing” systems, it is often a unidirectional
evaluation. 

Unlike complex social relationships in
which humans must continually assess
one another’s motivations, intentions,
and behaviors before and after an inter-
action, it is dif½cult (and currently im-
plausible) for an online system to be en-
dowed with the sentience and free will to
shift between different motivations and
intentions unless these are programmed,
de½ned, or changed by other humans. As
computer scientist John Seely Brown and
historian and social theorist Paul Duguid
demonstrate through numerous exam-
ples, people tend to treat bots and infor-
mation agents as if they are human, even
when we clearly know they are not.21 In
addition, the experimental work of com-
munications scholar Cliff Nass and his
colleagues provides further empirical
evidence that people anthropomorphize
computers and programmed systems
that respond like humans.22

It is also possible that “trust-like” be-
havior in computers and systems is basic
categorization and simpli½cation of the
sort that linguist George Lakoff describes
as fundamental to human understand-
ing.23 According to Lakoff, individuals
lump similar concepts together based on
personal experiences, a process that is
often good enough for routine sense
making. We might feel betrayed by a
computer even if we fully comprehend
that the computer did not really choose to
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act a particular way. Thus, equating trust
in a computer system with trust in anoth-
er person can seem completely reason-
able from an individual’s perspective.

Distinguishing between interpersonal
trust and human-system “trust” may
seem somewhat pedantic, especially out-
side of scholarly debate. However, when
we delve deeper into the realm of build-
ing enduring trust relationships and con-
structing trustworthy networks and sys-
tems, the distinctions between concepts
like interpersonal trust and system trust
become essential for understanding
when and why trust fails. When a human
betrays a friend’s trust, the friend knows
who is culpable, and the consequences
are often clear for both parties. When a
system “betrays” a human’s trust, assign-
ing blame can have enormous repercus-
sions: should we blame the system itself,
those who programmed the system, the
organization that hosts the service, a
quality control person, the director of the
organization, or the organization in gen-
eral? Can the system learn or do anything
differently after failed trust? Put simply,
we need to be able to attribute an out-
come to someone or something if we
hope to understand and respond to fail-
ures of trust in systems. 

In late January 2011, Egyptian authori-
ties successfully shut down the interna-
tional Internet access points that allow
traf½c to pass to and from systems in
Egypt. Shutdowns of this type occur
from time to time on a smaller scale for
technical and political reasons, but this
event was largely unprecedented in terms
of range and scale. The explanation for
the Internet connectivity blackout in
Egypt emerged from a straightforward
political decision: the autocratic Egyp-
tian government hoped to quell informa-
tion sharing and coordination among its
citizens amid the growing talks of pro-
tests against the current regime.24

The Internet blackout in Egypt was not
really about system trust, nor was it
about direct, interpersonal trust between
individual citizens and government of½-
cials. It ultimately concerned the Egyp-
tian government’s lack of trustworthi-
ness in the eyes of the Egyptian people as
a result of various actions over time. The
government’s decision to interrupt Inter-
net access furthered the image of an un-
trustworthy regime, leading to contempt
that spurred calls for revolution.25

The event in Egypt is an example of
what sociologist Niklas Luhmann views
as a type of system trust in governments
and other organizational machinations.
In Luhmann’s macro-level view of system
trust, individuals trust the structures of
human interaction and organization.26

However, I believe that the Internet shut-
down in Egypt is a model example of why
trust placed in information systems often
has less to do with the actual systems and
more to do with the humans, organiza-
tions, and governments that maintain or
control them. In contrast to Luhmann’s
position, Russell Hardin argues that trust
in macro social structures (governments
and other human systems) is largely
implausible. Hardin believes that the
complexity and scope of any large gov-
ernment makes true interpersonal trust
impossible; indeed, each citizen cannot
realistically build ½rsthand experience
with every politician or of½cial. Thus, the
relational view of trust maintains that it
is more important “that government be
trustworthy than that it be trusted.”27

Hardin’s position is consistent with Luh-
mann’s opinion if we view each as a state-
ment about trustworthiness rather than trust.

Creating and maintaining social order
and trust between individuals are funda-
mental problems for human interaction,
whether online or offline. Many existing
and emerging online systems enable
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social interaction, collective action, and
interpersonal communication on a scale
that was unthinkable before Internet use
became commonplace. The Internet is
the real world, but we must remain cog-
nizant of the complexities of trust and
social interaction in computer-mediated
environments. Our ability to understand
and articulate the differences between
trust, trustworthiness, cooperation, assur-
ance, and related concepts is not a purely
bookish problem: the possibilities and
limitations of trust and social interaction
on the Internet will depend entirely on
how we design online communication
technologies in the context of the sur-
rounding global political and institution-
al environment. Will we continue to
facilitate interpersonal interaction and
embrace the complexity of emergent
social uses of online information tech-
nologies? Alternatively, will we build
structures to control, limit, and secure
online social interactions–and accept

the potential trade-offs for trust in ex-
change for assurance?

Clarifying the differences between
forms of online trust is crucial because
current and future policy-makers justify
strategies and decisions with outcomes
and recommendations from trust and
security research. In spite of attempts to
create trust by eliminating doubt and
minimizing peril, there is no quick way to
build meaningful trust without overcom-
ing real risk in the presence of uncertain-
ty. Assurance structures are undoubtedly
an important part of complex systems;
suf½cient evidence shows that they can
encourage cooperative behavior–espe-
cially when all other options fail. Howev-
er, if we attempt to stamp out all online
uncertainty and risk through security
measures and centralized assurance
structures, we may inadvertently create a
less trusting Internet environment in the
long term. 
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The term cyberspace, ½rst coined by novelist Wil-
liam Gibson1 in 1984, has been absorbed into daily
language and extended through the pre½xing of
cyber- to an extraordinary number of words. The
effect is to imbue ordinary terms with the mystery
and otherworldliness of the Internet, World Wide
Web, and other artifacts formed through the use of
computers and their interconnection. As the Inter-
net and its World Wide Web application have
expanded in geographic scope and use, especially
by the general public, we have witnessed the emer-
gence of a wide range of practices in the online en-
vironment that mirror their counterparts in the
physical world. Of course, the Internet itself is real-
ized in a physical way, but it also forms the basis for
a virtual environment fashioned of bits rather than
atoms. It is this arti½cial environment that Gibson
labeled “cyberspace.”

To distinguish various activities that entail the
use of computers from those that involve the phys-
ical world, it has become common to label the com-
puter-oriented activities as “cyber-activities” or,
sometimes, “e-activities” or “e-objects.” We speak
of “email” or “e-books” and “e-commerce” as if
they occupy a place in a virtual universe. We use
our commonplace, real-world activities as models
for their cyberspace counterparts. In many respects,
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these models help us appreciate the
signi½cance and utility of the networked,
online equivalents. Thus, “digital signa-
ture” is used to refer to a way of crypto-
graphically “signing” a digital document,
giving the sense that the digital signature
is the equivalent of one rendered with pen
and ink or other marking instrument. 

While this terminology is convenient,
it often has limited applicability and may
even mislead our intuitions about the
cyber-equivalents of real-world objects,
practices, actions, and events. For exam-
ple, the “owner” of a printed book is free
to sell, loan, hypothecate, destroy, fold,
spindle, or mutilate the work without in-
tervention by the copyright holder. The
owner is not generally free to reproduce
and distribute copies unless such rights
have been granted by the copyright hold-
er. Now consider an electronic (digital)
book that might be downloaded into an
electronic book reader, laptop, “netpad,”
or other display device. The copy of the
book held in the display device may not
be transferable to another party, in part
for technical reasons (the formats of var-
ious book reading devices may be incom-
patible, for example, or there may not be
a mechanism for transfer between even
compatible devices) or because such
transfers are not authorized by the copy-
right holder. 

While some electronic book distribu-
tion services permit users to hold multi-
ple copies of a purchased book if the
copies are placed solely on devices owned
by the user, transfers among reading
devices owned by distinct parties are
atypical. This example alerts us to the
potential hazards of uncritically adopt-
ing models to guide our thinking about
policies applied to activities undertaken
in cyberspace. Not every familiar action
in the real world has an accurate ana-
logue in cyberspace.

Although there is no single, agreed
upon de½nition of cybersecurity, it is im-
portant to recognize that the term covers
more than notions of security speci½c to
the Internet. We have many devices and
appliances that rely on computers and
communication systems that are not nec-
essarily part of the Internet. That these
systems are vulnerable in varying degree
seems unquestionable, even when they are
not part of or even episodically connect-
ed to the Internet. Various kinds of digital
media (dvds, thumb drives, memory
sticks) can be the bearers of bad soft-
ware (malware) or potential infection
resulting from a visit to a malware-
bearing website. 

Broadly interpreted, cybersecurity re-
fers to safety from deliberate or acciden-
tal harm in connection with the use of
computer-based systems, whether net-
worked or not. How many of us have ex-
perienced a hard-disk failure and suf-
fered consequential damage, despite the
likelihood that the failure was random,
neither induced by any malicious attack-
er nor triggered by a network-based at-
tack? Then there are the seemingly ever-
present “bugs” in software that cause data
loss or other detrimental failures. For the
purpose of exploring some of the poten-
tial risks to consumer use of computing
systems and responses to them, the term
cyber-safety seems somewhat more apt.
This term may help induce a broader
mindset for thinking about the condi-
tions needed to protect the users of soft-
ware systems from malfunction and
harm, even when the harm is not the con-
sequence of intended malice.

In the twenty-½ve years since the Inter-
net was operationally launched (January 1,
1983) and Gibson’s book appeared (ironi-
cally, in 1984), a number of metaphors
have been applied to frame thinking
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about software and the challenges it
poses. Not long after personal computing
became popular, hackers found ways to
make computers ingest software that
users did not intend to have loaded into
their machines. The general term for this
unintended ingestion, infection, is drawn
from the obvious biological metaphor.
The bad software was often called mal-
ware, shorthand for “malevolent soft-
ware.” In the period before the Internet
became widely available, a common
means of propagating malware was to
place it on physical media such as flop-
py disks, cd-roms, and, later, memory
sticks and thumb drives. When targets
“read” these media, the malware would
enter their computers, where it would
carry out its function regardless of user
awareness or intent. 

The computing community adopted
several terms for such malware, includ-
ing virus, worm, and Trojan horse. Viruses
are fragments of software that propagate
through some vector (physical media,
attachments to electronic mail, or down-
loads from websites). Worms are pro-
grams that propagate themselves, often
through the Internet or by installing
themselves on physical media. Trojan
horse software may be drawn into a tar-
get computer by direct action of a hacker
or through a virus or worm. The Trojan
horse software typically stays resident
and hidden until conditions cause it to
activate (for example, by receipt of a mes-
sage from some Internet source, or by
some local condition in the computer in
which it is lodged). 

In recent years, among the most com-
mon ways for personal computers to
become infected is through the use of
browsers that help users “surf” the World
Wide Web. In its earliest incarnation, the
World Wide Web served up Web pages
that were mostly text and imagery, but the
last decade has seen the development of

high-level programming languages such
as Java2 or JavaScript3 that can be inter-
preted (“executed”) by or through brows-
ers to increase the level of interactivity
and functionality of a Web page. When
running on certain browsers and operat-
ing systems, these high-level language
tools can be used to introduce viruses,
worms, and Trojan horses into a target
computer. Just as we are vulnerable to in-
fection in the biological real world, our
computers are vulnerable to becoming in-
fected with malware in the cyber-world. 

The objectives of infection may vary
from entertainment without harm to con-
siderable damage and data loss and every-
thing in between. In some cases, the pur-
pose is to obtain information possessed
by the user of the computer that has be-
come infected: passwords, usernames, ½-
nancial account information, and corpo-
rate information are examples of the tar-
gets for this kind of attack. In other cases,
the purpose may be to take control of the
computer and use it to mount denial-of-
service attacks against other computers
that are reachable on the same network
(not necessarily the Internet, per se) or to
generate huge quantities of spam (unwel-
comed commercial email). Sometimes,
the target is extortion (“Pay me or I will
cause all your information to be wiped
out”) or some other coercive purpose (“I
have found incriminating email messag-
es or images and will publish them unless
you take the following actions”). Human
ingenuity and malfeasance are alive and
well in the cyber-world. 

Many of the assets used by Internet at-
tackers are harvested from the world’s
nearly two billion Internet users: name-
ly, their laptops and desktops. In addition,
Web servers have been compromised. The
mechanisms of compromise vary, and this
essay is not intended to catalog even a 
fraction of them. In principle, users of the
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World Wide Web are frequently subject
to compromise when they visit infected
server sites that inject malware into their
computers simply as a consequence of
visiting a particular website. 

The compromised machines, especially
laptops and desktops, become “zombies”
controllable by the attacker. Collections
of zombie machines, called “botnets” (for
“robot networks”), could include hun-
dreds of thousands to millions of comput-
ers. The “botnet generals” control these
assets remotely, using them to launch
denial-of-service attacks, generate spam
email, or carry out other nefarious ac-
tions. Ironically, many of these actors
have no desire to disable the Internet.
Rather, they are parasites seeking mone-
tary gain from their control of these
resources. Botnets are often rented out
for use by third parties. More ironic, bot-
net generals jealously guard their ill-got-
ten resources. To defend against a take-
over by a competing botnet, their resident
malware sometimes tries to detect at-
tempts by other infecting sources to cap-
ture the machine. One wonders whether
it is possible to invent a “good botnet” we
could all join that would protect us from
the “bad guys”–rather like a vaccination!
Employing such an idea would be more
proactive than using current virus detec-
tion software, which generally tries to rec-
ognize malware before it is activated (ex-
ecuted) and usually relies on static signa-
tures of previously recognized viruses,
worms, and Trojan horses.

It is important to note that the creators
and propagators of malware may wish to
keep their targets unaware of infection–
remaining invisible and unidenti½able as
the source of control–in order to use the
infected computers to generate income.
Their purpose may not necessarily be to
destroy or disrupt but to abuse access to
computer resources they lack the legal or
moral rights to use. 

In keeping with the metaphor of infec-
tion, we might consider what steps con-
sumers can reasonably take to minimize
the risk that their computer-based de-
vices become infected with malware.
That is, how can they practice good cyber-
hygiene? Commercial software systems
called “anti-virus packages” examine in-
coming ½les and messages arriving via
email, on physical media, or through
browsers to try to detect and ½lter out
known or suspected malware. While not
100 percent capable of detecting every
infection, such systems provide a partial
defense against the ingestion of malware. 

Anti-viral defenses cannot be static
because the makers of malware evolve
their software in response to these de-
fenses. Users of anti-viral software must
install regular updates to stay current
with known viruses, worms, and Trojan
horses. More recently, these commercial
offerings have begun trying to detect
malware never seen before (so-called zero
day attacks) by detecting various forms of
anomalous behavior. 

Search companies such as Google also
attempt to identify websites housing mal-
ware that might be employed to infect a
user’s computer. As the search engine
forms the index of the World Wide Web
by “crawling” through all the Web pages
on the Internet, the indexing software
also looks for possible malware on each
site and page visited. If malware is sus-
pected, the crawling software can make
note of it. For example, if a user of the
Google search service clicks on a hyper-
link leading to a site that Google sus-
pects is infected, a bright-red warning
page shows up on the screen, notifying the
user of the potential hazard of visiting
that website. 

If a website operator believes that the
malware report is incorrect, he or she is
invited to visit the StopBadWare site4 for
consultation and assistance to verify the
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presence and assist in the removal of any
malware.

Users can also contribute to increased
cyber-safety by observing good safety
and security practices. Passwords should
be long enough and suf½ciently complex
to eliminate guessing as a means of “crack-
ing.” Incredibly, some users choose the
word password to “protect” their access to
online services. Users should avoid the
use of birth dates, addresses, common
words, or even common word combina-
tions as passwords. For example, random,
pronounceable passwords that alternate
consonants and vowels, mixed together
with digits and special symbols (such 
as “horif@mi837” or “5atogesi#37”), can
form useful bases for stronger protection.

In the past decade or so, new mecha-
nisms for strong authentication have
emerged. Devices with small liquid crys-
tal displays are used to generate crypto-
graphically random six- to ten-digit num-
bers serving as temporary passwords that
expire within tens of seconds. Even if
these passwords are detected by malware
or seen by other users, they are not reuse-
able. The use of such techniques is some-
times referred to as “two-factor authenti-
cation” because users must offer not only
a username and conventional password
before access to a service or system can
be authenticated, but also the crypto-
graphically generated value from a physi-
cal device they have in their possession. 

People do forget their passwords. One
of the values of the two-factor scheme is
that the random password generator
does not have to remember anything; it
continually generates new passwords (in
synchrony with the cooperating server).
Some online services prompt users to
create “secret” questions to be answered
with “secret” answers. Examples include
“mother’s maiden name” or “name of
your pet.” One of the problems with such
methods is that the answers may be easi-

ly discovered through a World Wide Web
search. Users need to be very creative about
their choices of “secret” questions and
answers. It might even be sensible to use
incorrect information (for example, don’t
use your mother’s real maiden name). Of
course, that tactic requires users to re-
member the false information, which
may be harder than remembering the
password they forgot!

Some online services will send users a
new password (or their old one) as an
email message to an email address that
users have con½gured into their account
information for that service. That system
is flawed by the fact that if the email
account has been compromised, it can be
used as the avenue through which many
other accounts can be penetrated. An at-
tacker can visit the target site and assert
that “I have forgotten my password,”
prompting the service site to send pass-
word information by email, which can
then be intercepted by the attacker who
has, by some means, obtained the user’s
email-access password(s). 

A smarter practice may be to establish
backup email accounts used rarely and
perhaps predominantly for password re-
covery; but generally, allowing passwords
to be sent by email can compromise secu-
rity. Some systems rely on mobile phones,
sending a text message with a new pass-
word. In other cases, though they are more
expensive to implement, true out-of-band
methods (postal mail or telephone calls)
may be more effective; however, their dis-
advantages include delay for access or 
the problem of determining whether the
caller in need of a new password is, in
fact, whom he or she claims to be! 

A commonly reported problem in cyber-
space is identity theft. The thief manages
to discover suf½cient information through
Web-sur½ng, possibly adding information
gathered by other means (from Who’s Who
publications or alumni magazines, for
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example) to make a creditable (no pun
intended) application for loans, credit
cards, bank checking accounts, and other
½nancial instruments. This problem sug-
gests that consumers should be careful in
choosing the information that they
share, for instance, in social networking
applications, blogs, personal Web pages,
email messages, and other online means
of communication. Financial institutions
are hard-pressed to balance consumer
safety with convenience and utility. Some
brokerage houses, for example, will not
accept email orders (out of concern for
timeliness and reliability), and others
will insist on voice or fax con½rmations
of orders. 

Consumers must be thoughtful in dis-
closing personal information on the
Internet. The organizations they belong
to must be equally careful in deciding
what to provide online (such as whether
board or staff biographies should include
email addresses, telephone numbers, or
information about family members). 

In their essay for this issue, Deirdre K.
Mulligan and Fred B. Schneider explore
in greater detail the public health analogy
for cyber-safety. The notions of worms,
viruses, infections, vaccinations, immune
systems, and the like all derive from a
biological metaphor for the relationship
between software and the engines that
interpret it. The idea of public health as a
model for defense against computer mal-
ware has much to offer, at least as an or-
ganizing principle for considering re-
sponses to threats to cyber-safety and
security. 

The public health metaphor also sug-
gests the many distinct but interacting
“cyber-life-forms” in the software ecolo-
gy. Interactions among these cyber-life-
forms may occur through networks, in-
cluding the Internet, or by physical trans-
fers of data using memory sticks, thumb

drives, cds, dvds, and other devices. Hu-
mans inject data into these systems
through keyboards, cameras, tracking
pads, microphones, and an increasing ar-
ray of sensor systems. The idea that inter-
acting software systems may produce
something as complex as a biological
ecology should give us pause as we think
about protecting our society from delib-
erate or accidental malfunctions of the
complex software systems that we de-
pend on so heavily. 

Protecting public health may involve
quarantining, vaccination, and other pre-
ventative mechanisms; exhortations to
manage diet and exercise regularly; or
treatment of chronic illnesses through
repetitive consumption of medication.
When applied to software systems, how-
ever, many questions arise regarding
proper analogies in the cyber-environ-
ment. What does it mean to quarantine a
computer or computer-based system?
Who can decide to quarantine and how is
it enforced? What software vaccinations
(that is, anti-virus software) are neces-
sary? Which are effective? How are these
validated? Is there an equivalent to the
Food and Drug Administration and, if
not, should there be? These and many
other questions arise when bio-notions
are applied to the cyberspace ecology.
Establishing institutional practices and
guidelines for safety in cyberspace will
likely require thoughtful legislation and
regulatory response if the metaphor is to
prove practical and useful.

Two other metaphors have emerged 
in the past two decades: cyber-police-
and cyber-½re-departments, which both fall
under the rubric of cyber-½rst-responders.

Many kinds of attacks in cyberspace
have analogies in the real world: stalking,
fraud, denial-of-service, identity-theft,
theft of goods or services, possession or
sale of stolen goods, counterfeiting, drug
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traf½cking, and so on. In addition, many
conventional crimes use the Internet as an
aid to perpetration. However, it is not al-
ways apparent that a cyber-attack is, in
fact, deliberate or a violation of law. More-
over, laws are not uniform, varying among
countries, within countries, and among
intra-national jurisdictions. Indeed, in the
case of the Internet or cyberspace more
generally, jurisdiction may be a slippery
notion, owing to the highly geographic-
ally distributed nature of the parties in-
volved. 

If the metaphor of a cyber-police-de-
partment is to be of value in organizing a
means for protecting citizens from as-
sault in cyberspace, many questions will
have to be answered. What actions are
considered violations of law? In which
jurisdictions? Are there applicable extra-
dition treaties? Are there agreements for
international or interjurisdictional coop-
eration among law enforcement agencies?
Applying existing law to cyber-crimes
across many jurisdictions would require
a great deal of work. It is also important
to recognize that not all incidents that
appear to be attacks are the result of de-
liberate intent. Cyber-law-enforcement
will need tools and nuanced facilities to
distinguish crimes from accidents or
harmful but unintended mistakes. 

Now imagine that your home or of½ce
building is ablaze. Your ½rst instinct is to
call not the police department but the ½re
department. The objective is to put out
the blaze as quickly as possible. The pri-
vate sector’s potential inadequacy to
respond to a serious ½re is captured by
the image of a homeowner standing
before his burning residence holding a
garden hose. To ½ght the ½re, he needs
someone with a big hose, a pump, and 
a lot of water. A cyber-½re-department
might be called to help respond to a
cyber-attack that the victim is not able to
cope with using locally available tools. 

This metaphor has some useful fea-
tures. The ½re department’s primary job
is to put out the ½re. After the fact, it may
try to determine the cause of the blaze. If
it appears to be deliberate, that is, arson,
law enforcement agencies may then be
called on for further action. Moreover,
the ½re department often will offer to in-
spect buildings for ½re code violations or
hazards and may also participate in the
development of ½re codes to help protect
the community from poorly designed
buildings. 

This metaphor, too, raises many ques-
tions. Who is permitted to call the cyber-
½re-department to ½ght a cyber-attack? Is
it purely voluntary? Can a company call
the cyber-½re-department as an anti-
competitive tool to disrupt a competi-
tor’s business? What is the cyber-½re-
department allowed to do to systems that
are under attack? The conventional ½re
department is allowed to break doors,
windows, roofs, and walls in its effort to
quell a blaze and/or rescue endangered
parties. What about the cyber-½re-depart-
ment? What authorities would need to
be granted, and by whom, to allow for
effective operation? These and many
other questions remain unanswered 
and are made more complex by the 
possibility that a cyber-½re is burning 
across international or other jurisdic-
tional boundaries. 

In the commercial sector, perhaps the
closest relative to cyber-emergency-
response is the customer service depart-
ment of consumer equipment outlets.
The Apple Store comes to mind as an
example. At Google, there are Tech Stops
populated by engineering experts who
analyze malfunctions, debug con½gura-
tions, and help consumers return to pro-
ductive use of their computer-based
equipment. 

Many of the metaphors for dealing
with cyber-emergencies draw on the idea
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of ½rst responders. It may be that the
notion of ½rst response is applicable to
various situations that will later evolve
into much more complex, potentially in-
ternationally coordinated responses. For
the most part, very few institutions have
been crafted on the basis of the models
suggested above; thus, their utility as
guides for increasing safety in cyberspace
remains to be explored.

Responses to risks in cyberspace fall
into three broad categories:

1) technical responses to prevent harm 
and preserve safety;

2) post-hoc detection and punishment 
regimes; and

3) moral suasion.

We know that none of these approaches,
nor even any combination, can absolute-
ly guarantee the preservation of safety
and protection from harm. All are capa-
ble of mitigation in some degree. For this
reason, most responses to potential haz-
ards, threats, and vulnerabilities are treat-
ed as risk-management problems. 

It is not within the scope of this essay to
identify every technical effort bent on
preventing harm in cyberspace, but a few
illustrative examples may be helpful. In
the realm of standards creation, the In-
ternet Engineering Task Force (ietf)5

and the World Wide Web Consortium
(W3C)6 have begun to introduce mecha-
nisms for improving the security of the
Internet’s infrastructure. For the most
part, these mechanisms operate without
the need for user intervention. For exam-
ple, many Web-based services operate by
encrypting the data flowing between the
user’s browser and the serving website.
These protected “tunnels” are set up
automatically, generally without user ac-
tion. Employees using organizational re-
sources remotely (whether from home or

from Starbucks) may be required to use
what are called Virtual Private Networks,
created by end-to-end encryption of the
data exchanged. The W3C has developed
encrypted versions of the HyperText
Transport Protocol (http and https)
that use underlying Internet security
standards to provide con½dentiality.

Recently introduced mechanisms for
securing the Domain Name System–
called Domain Name System Security
Extensions (dnssec)7–have been imple-
mented by the Internet Corporation for
Assigned Names and Numbers (icann)
and other agencies that manage Internet
domain names. (An example of a domain
name is www.icann.org.) Again, operat-
ing invisibly to users, the system allows
the user’s laptop or desktop software to
verify that it has the correct Internet ad-
dress for the destination computer that
the user is seeking to reach. These meth-
ods mitigate sophisticated attacks that
alter the integrity of the directory of loca-
tions found in cyberspace. 

There are ongoing efforts to create ad-
ditional standards and practices to pro-
tect the routing system in the Internet
from malfunction or deliberate misrout-
ing. As in most of the previously men-
tioned tactics, users are largely oblivious
to and do not need to take action to bene-
½t from these methods. 

In the Internet environment, one of the
earliest institutional responses to the
problem of cyberspace hazards was the
formation of the Computer Emergency
Response Team (cert) at the Software
Engineering Institute of Carnegie Mellon 
University.8 The Information Processing 
Techniques Of½ce of the U.S. Defense Ad-
vanced Research Projects Agency funded
the creation of cert in response to the
so-called Morris worm.9 cert initially
focused its efforts on identifying vulnera-
bilities in the unix operating system and
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its many derivatives. It has since broad-
ened its mandate to include facilitating
the formation and coordination of nation-
al, local, or private Computer Security In-
cident Response Teams (csirts), includ-
ing the formation of the us-cert.10

A Forum of Incident Response and Se-
curity Teams (first)11 emerged from this
early initiative, linking many of the inci-
dent-response team systems together in an
information sharing, and sometimes inci-
dent-response coordinating, community.

National law enforcement agencies
around the world have expanded their
scope of operation and attention to in-
clude cyber-crime and forensic assess-
ment of security incidents that may have
inimical origin. The American fbi has set
up an extensive cyber-crime response
system,12 as have many other federal
government agencies. In addition to the
intelligence agencies, the U.S. military
has formed a new Cyber Command
(uscybercom)13 as part of the U.S.
Strategic Command. Its mission state-
ment reads:

uscybercom plans, coordinates, inte-
grates, synchronizes, and conducts activi-
ties to: direct the operations and defense of
speci½ed Department of Defense informa-
tion networks and; prepare to, and when
directed, conduct full-spectrum military
cyberspace operations in order to enable
actions in all domains, ensure us/Allied
freedom of action in cyberspace and deny
the same to our adversaries.

In carrying out this mission, the Cyber
Command coordinates its efforts across
all military departments and other secu-
rity agencies, including the U.S. Depart-
ment of Homeland Security, among
many others. 

A few private ½rms have attempted to
offer cyber-insurance: that is, policies that
pay off when some terrible cyber-event

occurs. Such offerings could potentially
play a role in managing risk more effec-
tively. In a mature industry, the insurance
company would have a wealth of cases of
incursions and other bad events and have
both the means and the incentive to iden-
tify weaknesses in existing practices. Just
as a company might offer ½re insurance
only if a home security system or smoke
alarms are installed, a company might of-
fer cyber-insurance only if a ½rewall and
an intrusion detection system are in oper-
ation.

In general, insurance companies would
½nd it ½nancially attractive to discover
and encourage various methods of risk
management for computer installations
and insist that appropriate measures be
used either as a requirement for receiving
insurance at all, or as a requirement for
receiving lower rates.

Note that insurance companies are well
placed to determine whether proper pro-
cedures have been followed after an event
has occurred; thus, costly monitoring of
compliance might not be necessary on an
ongoing basis. Audit trails of good prac-
tice would likely be a natural conse-
quence of thoughtful implementation of
good security in business settings.

In this model, insurance companies take
on a role as knowledge repositories for
risk management techniques, along with
an incentive system for ensuring accura-
cy of their knowledge: they have to pay
damages only when they are wrong. His-
torically, insurance companies operated in
this manner in the development of build-
ing codes; there is no reason why they
could not play a similar role in the future.

At this point, the constraining factor
seems to be expertise. Insurance compa-
nies, and the actuaries who work there,
know very little about the relevant eco-
nomic risks. There have been noteworthy
attempts by economists and computer
engineers to share expertise about appro-
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priate forms of risk management, but
this ½eld is in its infancy.

Even a cursory search of the World Wide
Web turns up many examples of national
and international efforts to de½ne cyber-
crime, create response regimes, and de-
velop tools to defend against attacks.

It is worth considering that in other
domains of discourse, efforts have been
made to minimize or even inhibit the
“militarization” of commonly shared re-
sources. For example, Article IV of the
1967 Outer Space Treaty14 speci½cally
rules out the placement of nuclear or other
weapons of mass destruction in space. In
his lengthy treatment of this subject,15

Detlev Wolter of the un Institute for Dis-
armament Research sets the stage for fur-
ther elaboration of international protec-
tions against the harmful use of outer
space. In a similar vein, the international
un Convention of the Law of the Sea16

facilitates common agreements on how
the world’s oceans, and events on and
under them, are to be treated by signato-
ries to the convention.

One can readily imagine the potential
for a similar convention regarding uses
and practices in cyberspace. One might
½nd it necessary to focus at ½rst on the
common, publicly accessible Internet
because the term cyberspace covers much
more virtual ground than the Internet
alone. Reaching common agreements
about unacceptable behaviors or prac-
tices on the Internet could form a basis
for reciprocal cooperation in the enforce-
ment of national laws or the protection of
the world’s networked citizens from
abuse and harm. This is not to overlook
the many concerns about de½nitions,
permitted actions, coordinating mecha-
nisms, and the like that such an endeavor
would create. 

The ability to detect abuse and make
use of forensic tools to identify perpetra-

tors is the second of the three legs of
cyber-safety named above. International
cooperation seems appropriate and even
necessary if we are to achieve any mea-
sure of security and safety in our use of
computer-based systems. 

Apart from defense against abusive
practices, multilateral treaties can create
a basis for improved electronic com-
merce and an increasing sense of safety,
or at least protection, in the online envi-
ronment. We might try to agree on the
means by which digital signatures can be
treated as the legal equivalent of ink sig-
natures on a paper contract. The technol-
ogy of and the rules by which cyber-
certi½cates are issued to validate identity
in cyberspace could enhance consumer,
business, and government con½dence in
cyberspace. Cooperation among law en-
forcement agencies, ½nancial institutions,
and other commerce-enabling entities
has the potential to signi½cantly improve
cyber-safety and the growth of cyber-
transactions. 

Finally, one can imagine that an addi-
tional element of such multilateral treaties
might include commitments for educat-
ing the general public, the private sector,
and governments at all levels about best
practices and behaviors promoting safety. 

There is much to be gained through vol-
untary practices that improve safety in
cyberspace, including the use of strong
authentication mechanisms, anti-virus
practices, good cyber-hygiene, and inter-
national cooperation on improving safe-
ty and security in cyberspace. Absent
from this essay is a discussion of the gen-
eral problem of software “bugs” and the
ways in which they can create unsafe con-
ditions and even have fatal consequences.
Much more research is warranted to make
software more reliable. 

In addition to seeking formal mecha-
nisms and agreements that promote the
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general welfare of citizens dependent on
the Internet and computer systems, in-
formal cooperation mechanisms among
service and software providers also can
provide powerful means of response. It 
is in the realm of law enforcement and
diplomacy, however, where formality can

enable the protection of cyber-safety. All
these tools will be needed if we are to
realize the bene½ts and minimize the
hazards of the increasingly complex,
powerful, but potentially brittle virtual
worlds we have created in cyberspace.17
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Governments, businesses, and individuals are
growing increasingly worried about the security of
networked computing systems. This concern is
justi½ed. Press reports of successful attacks grow
ever more frequent: cross-site scripting used to pil-
fer consumers’ passwords, large-scale breaches of
corporate customers’ personal information, distrib-
uted denial-of-service attacks on websites, cyber
espionage aimed at classi½ed documents, and at-
tacks on civil critical infrastructures. 

Consequently, computer scientists and their fund-
ers are investing heavily in technological means for
improving cybersecurity. But technological solu-
tions are useless if they are not deployed or if oper-
ating practices allow attackers to circumvent them.
Policy must create incentives for system develop-
ers, operators, and users to act in ways that en-
hance rather than weaken system security. More-
over, neither technologists nor policy-makers have
the luxury of starting with a clean slate. All must
labor in the shadows of legacy networks and end
systems that are not secure (nor easily made so)
and in the context of extant policy that reflects so-
cietal values from a time when dependence on net-
worked information systems was minimal. 

Enhanced levels of cybersecurity can create ten-
sions over cost, function, convenience, and societal
values such as openness, privacy, freedom of expres-

Abstract: A succession of doctrines for en hancing cybersecurity has been advocated in the past, including
prevention, risk management, and deterrence through accountability. None has proved effective. Propos-
als that are now being made view cybersecurity as a public good and adopt mechanisms inspired by those
used for public health. This essay discusses the failings of previous doctrines and surveys the landscape of
cybersecurity through the lens that a new doctrine, public cybersecurity, provides.
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sion, and innovation. Absent a widely ac-
cepted doctrine, evaluation of proposals
for improvement is dif½cult, and debate
about their adoption can be neither com-
pelling nor conclusive. The utility of a doc-
trine is thus determined by the extent to
which it offers a framework for resolving
these tensions while not imposing, ignor-
ing, or ruling out possible technical or
policy solutions. 

We thus conclude that a prerequisite
for achieving enhanced cybersecurity is
articulating a cybersecurity doctrine, which
speci½es goals and means. 

• Goals de½ne what system properties will
be preserved as well as what policies
will be enforced, for whom, at what
costs (monetary expenses as well as
costs to convenience and compromised
societal values), and against what kinds
of threats. Goals might be absolute, or
they might specify a range of permissi-
ble trade-offs. In allowing trade-offs, 
we acknowledge the political nature of
cybersecurity and the need for conver-
sations among those affected when
goals are set. 

• Means might involve technological, ed-
ucational, and/or regulatory measures.
We should expect means to include pol-
icy that creates incentives–which might
range from market-based to coercive–
that foster adoption and/or deployment
of the measures proposed. 

Through incentives provided as part of
its means, a cybersecurity doctrine can
address barriers to market production of
cybersecurity that reflect a lack of will
rather than a lack of ability, as others have
aptly noted.1 Incentives can also prompt
continued improvement to address the
constantly emerging landscape of threats
and the new needs that arise as a growing
range of applications is being migrated to
networked information systems. 

Our doctrine of public cybersecurity, the
subject of this essay, is rooted in the the-
sis that cybersecurity is a public good. The
doctrine focuses on the collective interest
rather than on any single individual’s or
entity’s computer, network, or assets. It
can be compared with public health,
another public good, and we make this
comparison below. 

We begin by analyzing the limitations
of various cybersecurity doctrines that
have been proposed. Next, we discuss in
detail our new doctrine of public cyber-
security. Then we describe how to sup-
port public cybersecurity, starting with
approaches to building systems that have
fewer vulnerabilities. Subsequent sec-
tions explore approaches for managing
insecurity: diversity, surveillance, instal-
lation of patches, isolation, and the role
of intermediaries. Finally, we put this
work into a larger perspective and offer
some conclusions. 

The advent of time-sharing in the 1960s
meant that computations on behalf of
multiple users were interleaved on a sin-
gle computer. Each user’s computation
and data thus had to be protected from
misbehavior by programs run by other
users. Confronted by a problem born of
technology, engineers of early time-shar-
ing systems sought solutions in technolo-
gy. Therefore, early cybersecurity doctrine
focused on developing new technology.
Societal values could be and were ignored
because the doctrine respected the shared
values of the small population that used
these early computing systems. 

Technological solutions for creating
the needed isolation were beyond early
capabilities, especially when users could
be motivated, capable adversaries bent on
disrupting another user’s computation or
stealing information. Improved technol-
ogy, however, is not the only way to solve
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problems that technology has created,
and subsequent cybersecurity doctrines
focused on policy to leverage those tech-
nological solutions that were at hand. But
these doctrines, too, were unsuccessful.
Even if they had succeeded, they ulti-
mately would have been inadequate be-
cause the problem was changing. 

Computer systems were becoming per-
vasive, which had two broad consequenc-
es. First, the information technology sec-
tor became a signi½cant economic force,
raising concerns about the freedom to in-
novate and success in the marketplace.
Second, computer systems increasingly
touched the lives of ordinary people. Cit-
izens’ records were stored electronical-
ly, and information technology allowed
workers to be more ef½cient. Eventually,
computer networks and the Web changed
how people shopped, communicated, so-
cialized, and engaged in politics. As a re-
sult, privacy and other societal values have
become crucial considerations in devel-
oping cybersecurity doctrine. 

Because their effectiveness has been
limited, it is instructive to review the three
doctrines–prevention, risk management,
and deterrence through accountability–
that have dominated cybersecurity think-
ing for the past ½fty years. In particular,
analyzing the measures each doctrine
proposes offers insights into properties
that affect whether a cybersecurity doc-
trine fails or succeeds. 

Doctrine of Prevention. The goal of this
doctrine is to render systems completely
free of vulnerabilities. Absent vulnerabil-
ities, attacks are not possible, so the sys-
tem is secure. Such absolute cybersecurity,
though a worthwhile undertaking, is un-
likely ever to be achieved.

To secure systems that incorporate hu-
mans as users and operators, we would
need some way to prevent social engi-
neering attacks and intentional insider
malfeasance. Here, prevention requires

overcoming the frailty of humans, which
is likely to involve more than technology. 

If we ignore human involvement in a
system, then the problem is different but
no less challenging. Software systems to-
day are too large and complicated to be
veri½ed using formal logics. Researchers,
assisted by computers, have been able to
devise formal proofs for small systems2

(those with fewer than ten thousand lines
of code), and software producers regular-
ly employ automated checking for ana-
lyzing speci½cations as well as for rela-
tively simple properties of large bodies of
code. For the reason that smaller code
bases are more amenable to formal ver-
i½cation, techniques to reduce the size of
the code bases for certain key systems are
also being explored.3 But revolutionary
advances are needed before formal ver-
i½cation could be used to validate the en-
tire code base that runs a desktop system
or server. Thus, this approach to preven-
tion is not a practical solution for the near
term. 

System testing is the clear alternative
to ensure that a system has no vulnerabil-
ities. Tests, however, can reveal only the
presence of vulnerabilities–not their ab-
sence. Demonstrating the absence of vul-
nerabilities requires exhaustive testing;
the amount of work involved is prohibi-
tive even for small components, much
less for large systems. 

Formal proofs and testing are per-
formed relative to some expectations
about what the system must do and the
environments in which it will operate. In
other words, the doctrine of prevention
establishes the absence of vulnerabilities
only for settings where certain assump-
tions hold. Unfortunately, reasonable as-
sumptions about the environment today
might subsequently be invalidated. At-
tacks evolve in sophistication in response
to better defenses. Threats emerge to ex-
ploit new opportunities for disruption
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that are created when cyberspace provides
access to new forms of value. Therefore, a
system that is deemed to be secure might
not remain so for long. 

In light of this dynamic, expectations
about the environment must be periodi-
cally revisited and, if necessary, revised.
Thus, the doctrine of prevention involves
a recurring expense. That expense is in-
consistent with the business model em-
ployed by many of today’s software pro-
viders, which favors reuse and extension
of existing hardware and software in
order to lower the cost of producing new
systems. 

The adoption of mandatory standards
can be viewed as a way to support the
doctrine of prevention because imple-
menting standards increases the chances
that what is built and/or deployed will
have fewer vulnerabilities. Some stan-
dards concern functions an artifact must
or must not support; some govern its
internal structure; others prescribe the
process by which the artifact is con-
structed or maintained; and still others
stipulate quali½cations the personnel
who are involved in creating the artifact
must have. Examples include the Depart-
ment of Defense Trusted Computer Sys-
tem Evaluation Criteria, or tcsec

4 (also
known as the Orange Book); its succes-
sor, the Common Criteria for Informa-
tion Technology Security Evaluation5;
security provisions in information priva-
cy laws6; the Federal Information Securi-
ty Management Act7; and the Voluntary
Voting System Guidelines.8 Current mar-
ket activity suggests that such mandates
show value in some areas. However, a cor-
relation between the absence of vulnera-
bilities and compliance with standards has
not yet been documented. The stated goal
for the doctrine of prevention is unlikely
to be achieved through these measures. 

Doctrine of Risk Management. Absolute
cybersecurity is cost prohibitive, but for-

tunately, it is unnecessary for most sys-
tems. The doctrine of risk management
stipulates a more modest goal: that in-
vestments in security reduce expected
losses from attacks. To adopt this doc-
trine is to admit that all vulnerabilities
are not equal, that one should focus only
on vulnerabilities whose exploitation 
(i) is suf½ciently likely to occur based on
perceived threats and (ii) could enable
expensive (by some cost measure) sys-
tem compromises. In contrast to the doc-
trine of prevention, the objective of
defending a smaller body of code against
a more restricted set of threats is likely
within our capabilities. Moreover, main-
taining that steady state would require
fewer assumptions about the environ-
ment to be revisited periodically. 

In theory, the doctrine of risk manage-
ment seems sensible. But a lack of infor-
mation about vulnerabilities, incidents,
and attendant losses makes actual risk
calculations dif½cult. Companies and
individuals do not know how to value 
(i) con½dentiality of information, (ii) in-
tegrity of information, or (iii) the pain of
dealing with recovery from an attack’s
effects (bad credit ratings, for example).
These costs appear to vary tremendously.
Also, people have dif½culty reasoning
about extremely low-probability events.
Finally, when costs are borne by third
parties, investment incentives material-
ize only well after a breach occurs, and
causation is dif½cult to discern, much
less prove. 

Accurate information about threats
and attacks may not be publicly available
because those with that knowledge fear
tarnishing their reputa tions or compro-
mising their intelligence methods and/or
sources. Even were that information ac-
cessible, deployment of replacement sys-
tems and upgrades would alter the func-
tions that systems perform and the set of
relevant vul nerabilities, which, in turn,
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could lead to new attacks. These differ-
ences mean that the past is not a good pre-
dictor of the future. As a consequence, ac-
tuarial models cannot be constructed, and
insurance to transfer risk is impossible to
price in a way that ensures pro½ts to the
policy underwriter.9

Were there a method to analyze a sys-
tem mechanically and obtain a quantity
that indicates just how secure that sys-
tem is, we could form a basis for assessing
what is gained from speci½c investments
in cybersecurity. At present, such cyber-
security metrics do not exist. Neither can
investments be justi½ed by quantities
derived entirely from empirical obser-
vations. The absence of detected system
compromises could indicate that invest-
ments in defenses worked, that attacks
have not been attempted, or that the
compromise escaped notice (as in theft
of con½dential information, for exam-
ple). Whether prior security investments
were well targeted is impossible to know;
such ambiguity leaves security profession-
als to justify investments based solely on
non-events. 

Risk management approaches are fur-
ther confounded by externalities that
arise from the emergent nature of cyber-
security in networks. Individuals and en-
tities employing these tactics can neither
fully reap the bene½t of their security in-
vestment nor entirely control their vul-
nerability through investments.10 For ex-
ample, a single compromised system any-
where in a network can serve as a launch
point for attacks on other systems con-
nected to that network. Thus, local invest-
ment in defenses not only provides local
bene½ts but also bene½ts others; like-
wise, underinvestment in defenses else-
where in the network could facilitate lo-
cal harms. Absent coordination, the sole
logical strategy would be to invest in
insurance (if it were available); only with
insurance can an entity reap the entire

bene½t of its investment.11 However, this
strategy does nothing to improve securi-
ty, and as noted above, viable long-term
business models for insurance do not
exist today. 

The outlook for risk management is not
entirely bleak. In the policy arena, state
security breach noti½cation laws12 are a
form of risk management intervention.
Signi½cant costs are incurred to notify in-
dividuals and to manage the adverse pub-
licity surrounding reportable breaches.
These potential costs act as a proxy for
the costs of security failures to custom-
ers, forcing companies to internalize pre-
viously externalized security failures.
The price tag on breaches also means that
these laws have created a set of data to use
in calculating risk and return on invest-
ments. Nonetheless, current laws focus on
only a narrow set of breaches and, as a re-
sult, might arti½cially skew investments. 

Doctrine of Deterrence through Accountabil-
ity. This doctrine treats attacks as crimes;
it focuses on infrastructure to perform for-
ensics, identify perpetrators, and prose-
cute them. In theory, attacks are deterred
by increasing the chances that perpetra-
tors will be found and convicted.13 Im-
plementations of this doctrine require
strong authentication technologies and
surveillance of network activity. Robust
forms of user identity would allow us to
overcome the loose binding that exists to-
day between individuals and machines.14

Absent an effective means for retribu-
tion, this doctrine has no teeth, and fails
as a result. Moreover, punishment of per-
petrators of cyber-attacks is not always
feasible in today’s global environment.
Attribution of actions by machines to in-
dividuals is complicated, agreement about
illegality is illusive, and cross-border
enforcement requires more cooperation
than is likely to emerge between nations.
Recent attacks against U.S. and other sys-
tems suggest that we cannot ignore
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non–nation-state actors that engage in
terrorism and large-scale ½nancial crimes.
The very features that make the Internet
a pro½table environment for criminals–
worldwide reach, connectedness, neutral
treatment of packets, and weak binding of
machines to individuals–make it dif½-
cult for law enforcement to identify and
catch perpetrators. Other features of the
international landscape complicate efforts
to bring them to justice.15

Conceptual obstacles also limit the ef-
fectiveness of the doctrine. First, the doc-
trine is punitive. Like most criminal law,
it is aimed primarily at using punishment
to produce both general and speci½c de-
terrence. This approach does little to keep
networks up and running when they are
under siege, nor does it prompt proactive
security investments. Second, the doc-
trine could require individuals to sacri-
½ce privacy and, in the extreme case, aban-
don the possibility of anonymity and the
protections for freedom of speech and
association that it affords. 

Nevertheless, many attacks are indeed
carried out by criminals plying their
trade. We are likely to bene½t if criminal
activity in cyberspace faces the risk of ret-
ribution that we employ to deter crime in
the physical world. Thus, the doctrine of
deterrence through accountability has
value. But in cyberspace, unlike in the
physical world, terrorists or state actors
are dif½cult to distinguish from common
criminals.16 Deterrence through account-
ability is not necessarily effective against
these transnational threats; other doc-
trine is also required. 

Cybersecurity is non-rivalrous and non-
excludable; by de½nition, therefore, it is
a public good. It is non-rivalrous because
one user’s capacity to bene½t from the se-
curity of a networked system does not di-
minish the ability of any other user to en-
joy the same advantage. It is non-exclud-

able because users of a secure system can-
not easily be excluded from the bene½ts
security brings. Measures intended to
foster the production of public goods
thus constitute a sensible starting point
in our search for doctrines that promote
cybersecurity. 

Economists de½ne a common good as
one that is rivalrous and non-excludable.
The sea, outer space, and air are exam-
ples. Insofar as common goods are inher-
ently different from public goods, doc-
trines for common goods are likely un-
suitable for enhancing cybersecurity. In-
deed, this irrelevance is apparent in laws
for protecting common goods, which typ-
ically aim to ensure rights of equal use,
and in the mechanisms these laws intro-
duce, which are intended to manage the
depletion and inequitable consumption
by ½rst-comers or more sophisticated
users. The production of cybersecurity
bears little relation to these issues. 

Public health–the prevention of disease
and promotion of good health in popula-
tions writ large–is a public good. It is non-
rivalrous because having a healthy popu-
lation implies a lower prevalence of dis-
ease, which in turn decreases the chances
any member will fall ill. It is non-exclud-
able because no one can limit an individ-
ual’s ability to pro½t from the health ben-
e½ts that living among a healthy popula-
tion brings. 

The essential characteristics of public
health law are a focus on the health of the
population as a whole and the singular
role of governments in that enterprise.17

To discharge these responsibilities, the law
authorizes various agencies to engage in a
broad set of activities, including: 

• Public education about the causes and
effects of disease, as well as methods of
prevention. Education empowers indi-
viduals to act in ways that optimize
their own health, which in turn furthers
public health.
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• Creation and use of methods for the pre-
vention and treatment of speci½c dis-
eases. Methods could involve (i) pro-
viding subsidies to procure care need-
ed by those who could not otherwise af-
ford it18 or (ii) imposing speci½c health
standards as eligibility requirements for
receiving various societal bene½ts (for
example, public education, which we
discuss below). 

• Identi½cation and management of dis-
ease and infected individuals though
surveillance, information gathering,
and analysis. Methods include manda-
tory reporting requirements for certain
diseases and conditions, mandatory
testing or screening for others, symp-
tom surveillance that seeks to identify
obscure public health threats in masses
of routine records, and mandatory
treatment. 

The interests of individuals and the
public often align; public health law
speaks to the points of conflict. It offers
frameworks to mediate tensions between
the rights of individuals as sovereigns
over their physical bodies and the obliga-
tion of the state to protect the population
as a whole. 

For example, public health mandates
that children be vaccinated because, in a
generally healthy population, such vacci-
nations cannot be justi½ed based on the
bene½t to the individual. In fact, the opti-
mal choice for any given child might be
to avoid vaccination and thus avoid the
risk of side effects. Mandatory vaccina-
tion creates herd immunity, which bene½ts
the collective by reducing the total num-
ber of hosts available to carry a disease,
thereby decreasing the risk to individuals
who have not been vaccinated. However,
if too many individuals act in self-inter-
est and eschew vaccinations, then the herd
immunity that gives some protection to
the unvaccinated may disappear. This is a

“tragedy of the commons” whereby indi-
viduals acting rationally leave everyone
worse off. 

Every state in the United States condi-
tions a child’s attendance at school on
satisfying some speci½ed regimen of vac-
cinations. In addition, vaccine manufac-
turers are indemni½ed from liability for
side effects users might experience. Spe-
ci½cally, the Vaccine Injury Compensa-
tion Program (vicp) provides certain pay-
outs from public coffers to children in-
jured as a result of a vaccine. vicp also of-
fers a compensation mechanism outside
seeking damages from the vaccine manu-
facturers, thereby establishing an envi-
ronment conducive to both the produc-
tion and willing use of vaccines. While the
program cannot fully compensate for neg-
ative health consequences from vaccina-
tions, it is an important component of the
overall public health strategy.

Public health is a logical outgrowth of
disease detection and prevention mecha-
nisms, which transformed societal per-
ception of health from a primarily private
concern to a concern of the collective.
Ultimately, this development led to the
perception of public health as a public
good that the government should en-
able.19 Health now becomes intertwined
with societal values. For example, we im-
pinge on societal values when we intro-
duce mandatory reporting and surveil-
lance systems that (i) alert individuals at
speci½c risk so they can be tested and
treated and (ii) allow isolation, quaran-
tine, and even mandatory treatment to be
imposed. At the same time, public health
interventions aim to minimize their in-
trusiveness because of the chilling effect
that may have on access to health care;
for example, we see anonymous hiv test-
ing and needle exchange. 

This public health framework (of laws,
agencies, and measures) applies equally
well to weaponized pathogens. This is not
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to suggest that motive is irrelevant in
considering public health strategies. For
example, weaponized pathogens may
change more quickly than those that
evolve in nature, and certainly, the trans-
mission vectors may differ when path-
ogens are used as weapons. But the basic
tools of public health–public education
(to minimize exposure and facilitate ear-
ly detection), investments to create means
for prevention and treatment (antidotes
and vaccines), and surveillance and analy-
sis (facilitating isolation and quarantine
as defenses)–still apply. 

Both public health and cybersecurity
aim to achieve a positive state (health or
security) in a loosely af½liated but highly
interdependent network. The former is a
network comprised primarily of people
existing in an environment over which
they have some limited control; the latter
is a network of people, software, and hard-
ware (for communications, storage, and
processing). Given that the positive state
is ultimately unachievable, both struggle
with how to manage in its absence as well
as with how to work toward attaining it.
Success ultimately depends not only on
technical progress but on reaching a po-
litical agreement about (i) the relative val-
ue of a public good in comparison to other
societal values and (ii) the institutions
granted authority to resolve conflicts (and
the methods they use). 

We de½ne a doctrine of public cybersecurity
to be any cybersecurity doctrine whose
goals are (i) to produce cybersecurity and
(ii) to manage insecurity20 that remains,
where political agreement balances indi-
vidual rights and public welfare. There is
no single doctrine of public cybersecuri-
ty, for the reason that there are different
meanings attached to “cybersecurity” and
“insecurity.”21 Also, different choices of
measures and incentives result in different
doctrines of public cybersecurity. Notice,

though, that none of the doctrines dis-
cussed above has all the elements we re-
quire for a doctrine of public cybersecu-
rity.22

The analogy to public health inspires
cybersecurity measures such as preven-
tion, containment, mitigation, and recov-
ery–that is, strategies that direct re-
sources toward production and preserva-
tion of cybersecurity. But modern public
health doctrine does not compensate vic-
tims of disease; thus, a parallel doctrine
of public cybersecurity would not focus
on restitution. Indeed, restitution is eco-
nomically ef½cient only when attacks are
infrequent, and that assumption cannot
realistically be made today. 

Furthermore, modern public health
does not punish victims of disease, but
there is some nuance. Using quarantine
to limit the spread of disease bene½ts the
collective by depriving an individual of
certain freedoms. Such a response could
be considered a “harsh consequence,”
which is one de½nition of “punishment.”
By analogy, a doctrine of public cyber-
security could dictate responses that de-
prive individuals of actions, but only if
those responses bene½t the collective.
Punishments solely for retribution could
not be part of a public cybersecurity doc-
trine (because retribution does not bene-
½t public welfare); however, nothing pre-
cludes implementing a doctrine of public
cybersecurity alongside a cybersecurity
doctrine that incorporates retribution.
Finally, the parallel with public health
also suggests that prevention be pre-
ferred to recovery. 

With regard to incentives, ensuring
that actors contribute to public cyber-
security requires interventions to over-
come positive and negative externalities
that lead rational individuals to underin-
vest, as occurs in public health. When in-
centives are insuf½cient to motivate pri-
vate provisioning, the public interest re-
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quires making value-ridden choices to
interfere with the rights and interests of
individuals and organizations. Those
choices are embodied in goals that reflect
political agreement about how to de½ne
the good in question; the socially desir-
able level that should be maintained,
given competing priorities and values;
and provisions for determining when the
individual’s desires yield to the collec-
tive’s need. For example, an agreement
might stipulate that state coercion is per-
mitted only when certain incursions into
the rights and interests of individuals are
tightly circumscribed. 

Public health solutions do not always
translate into sensible support for public
cybersecurity, but the former often in-
spires strategies for the latter. The exam-
ples we explore below illustrate how doc-
trines of public cybersecurity can be use-
ful for evaluating current cybersecurity
proposals. Our choice of examples should
not, however, be seen as an endorsement
for any particular proposed set of inter-
ventions. 

Underutilized approaches (formal meth-
ods, testing, and improved software engi-
neering processes and standards, for
example), developed in part to serve the
doctrine of prevention, are effective in
producing cybersecurity (by reducing the
number of vulnerabilities present in a
system), even if they cannot produce ab-
solute cybersecurity. Thus, existing meth-
ods could serve as a means for a doctrine
of public cybersecurity, just as disease
prevention through vaccination and the
monitoring of our food and water sup-
plies fosters public health. The question
is: What incentive structures would en-
sure that these methods are used? 

Education could play a key role in de-
fect reduction. Knowledgeable develop-
ers are less likely to build systems that
have vulnerabilities. They are also better

able, and thus more likely, to embrace
leading-edge preventions and mitigations.
There is, however, no agreement about
what should be taught. Reaching such a
consensus would require a dialogue among
universities and practitioners. 

Were there an agreed-upon body of
knowledge for cybersecurity practition-
ers, mandatory certi½cation could ensure
that practitioners master that material as
a condition for practice. But the details of
how certi½cation is handled can be sub-
tle. Possession of a certi½cate does not by
itself compel the use of best practices,
and it is easy to imagine certi½ed system-
builders who cut corners by choice (out
of laziness, for example) or by mandate
(because management is trying to reduce
costs). Moreover, unless the certi½cation
process imposes a continuing education
requirement to ensure that certi½cate
holders stay current with new develop-
ments, it might impede rather than pro-
mote the spread of innovation. Even
when continuing education is mandated,
old habits die hard; for example, physi-
cians who have been shown new meth-
ods that are empirically demonstrated to
be superior nevertheless tend to stick
with familiar practices.23

Utilizing techniques to reduce defects
during system development and employ-
ing better-educated practitioners will
mean that systems become more expen-
sive to produce. Today’s software-pro-
curement market does not provide devel-
opers with compelling incentives to in-
cur those additional expenses. Moreover,
purchasers are unable to predict the costs
of a system’s vulnerability to attack and,
without ways to measure a system’s secu-
rity, cannot rationalize paying higher
prices. The doctrine of risk management
failed for the same underlying reasons. 

Law could force system producers and/
or purchasers to make the necessary in-
vestments. Software distributors cur-
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rently disclaim liability beyond the pur-
chase price for damages caused by their
products. This practice probably reduces
the time and energy that developers
devote to eliminating defects, as evi-
denced by the number of buffer overruns
and other exploitable coding errors still
being discovered and exploited by attack-
ers. Existing law could, for example, be
revised to disallow limits on damages
flowing from attacks taking advantage of
poor coding practices that lead to buffer
overflows and other easily exploited vul-
nerabilities. Limits on liability could de-
pend on the use of formal methods, type-
safe languages, or speci½c forms of test-
ing (such as fuzz testing24). Creation of a
class of certi½ed security professionals
could also provide the basis for a profes-
sional duty-of-care supporting liability
for shoddy security. 

Furthermore, law could require that
software developers adhere to security
standards. Alternatively, safe harbor pro-
visions could be created to protect soft-
ware developers against future ½ndings of
liability for those systems built according
to speci½ed standards. In fact, the law ar-
guably already mandates that companies
follow certain standards regarding per-
sonally identi½able information. Through
a series of settlement agreements, the
Federal Trade Commission established 
a de facto standard that requires a com-
pany collecting and handling the person-
al information of consumers (i) to estab-
lish reasonable security processes and 
(ii) to mitigate system vulnerabilities
that are known in the marketplace and
for which mitigations exist. A ½rst step 
in determining whether law should more
broadly mandate the adoption of securi-
ty standards might be research that iden-
ti½es connections between security de-
velopment processes and positive secu-
rity outcomes.25

Monocultures in nature risk extinc-
tion from pathogens and are less able to
adapt to changing conditions. Diversity–
of the individuals within each species and
by virtue of many species coexisting with-
in an ecosystem–creates a resilient eco-
system. By extension, public health bene-
½ts from individuals in a population hav-
ing different inherent resistance to patho-
gens and, by virtue of different exposures26

to diseases, having different immunities. 
Although nature abhors monocultures,

cyberspace seems to favor them. A collec-
tion of identical computing platforms is
easier, and hence cheaper, to manage be-
cause it demands that users master only
one interface and managers make only
one set of con½guration decisions. In ad-
dition, user-training costs are reduced
when job transfers do not have the over-
head of learning another operating sys-
tem and suite of applications; in a mono-
culture, investments in educating system
users or managers can be amortized over
a larger user base. Finally, a monoculture
facilitates networking: interoperability of
a few different kinds of systems is far eas-
ier to orchestrate than integrating a di-
verse collection, standards notwithstand-
ing. Mindful of these advantages, both the
public and private sectors tend to adopt
procurement policies that foster creating
computer monocultures.27

Methods exist, however, for arti½cial-
ly and automatically creating diversity 
in software systems without sacri½cing
the advantages a monoculture provides.
These methods involve tools that ran-
domly transform code and/or stored in-
formation while preserving its seman-
tics. Once such arti½cial diversity is intro-
duced, internal details of an individual
system are no longer predictable. Thus,
an attack that depends on knowledge of
internal details is more likely, after a
small number of instructions, to cause a
system crash than to give an attacker con-
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trol of that system. In many settings, a
system crash is preferable to attacker con-
trol. Moreover, a platform that crashes in
response to an attack cannot then help
spread that attack to other platforms. By
(implicitly) signaling to system operators
that something is wrong, a crash also cre-
ates an opportunity for initiating other
means to block an attack’s spread. 

Like the diversity found in nature, ar-
ti½cial diversity is inherently a probabi-
listic defense. An attack against any one
component might not be derailed by the
speci½c random transformations that
were made to that component. Also, by
converting some attacks into crashes,
arti½cial diversity can adversely affect a
system’s availability. 

Despite these limitations, arti½cial di-
versity facilitates public cybersecurity by
providing a means to cope with residual
vulnerabilities, thereby supplying a way
to manage insecurity. Today, arti½cial
diversity is used often in operating sys-
tems but less so in applications28 (even
though, increasingly, it is applications
that attackers target). However, the vari-
ous legal approaches (discussed above)
for incentivizing defect reduction during
development are equally well suited for
incentivizing system producers to sup-
port arti½cial diversity. There is no short-
age of incentives at hand for encouraging
broader adoption of the measure. 

Public health relies extensively on sur-
veillance. Data collected through a variety
of means enable disease containment
and mitigation through: 

•  dissemination of information that fa-
cilitates individual actions; 

• isolation and quarantine, which limit
the interaction of affected individuals
with the rest of the population to avoid
exposure to infection; and

• mandatory treatment to reduce danger
to the public.29

Data collection for public health occurs
at many levels. At the lowest level is the
inclination of individuals to assess their
own well-being. Education equips indi-
viduals with a basic level of knowledge
about health indicators–normal body
temperature, pulse, blood pressure, and
respiratory rate–as well as with simple
precautions to limit infection and the
spread of disease (frequent hand wash-
ing, for example). Primary care providers
collect other data in conjunction with an-
nual check-ups and, when symptoms re-
quire further analysis, at hospitals and
other more advanced diagnostic facili-
ties. Each successively higher level is con-
cerned with the overall health of a larger
population and thus provides a natural
venue for constructing and analyzing
larger data aggregations. 

By minimizing disclosure of informa-
tion about an individual’s health, public
health law strives to reduce one potential
deterrent to seeking health care: that is,
an individual’s fear of being shunned
because of a publicized health condition.
In general, identifying information should
flow away from primary health care pro-
viders only in instances where aggrega-
tion and/or analysis is necessary to iden-
tify signi½cant trends. Even in this case,
efforts are undertaken to protect individ-
uals’ privacy.

In contrast to public health, cybersecu-
rity is not supported today by extensive
coordinated surveillance, yet it would be
feasible and advantageous to do so. Low-
level indicators about the basic “health”
of a computer can be made available by
running built-in checking software (such
as virus scanners and intrusion detection
systems). Each of the Internet Service Pro-
viders (isps) that constitutes the net-
work has an infrastructure that facilitates
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monitoring of events internal to its net-
work as well as interactions with other
networks. 

Surveillance of network traf½c (includ-
ing volume, distribution over time, and
destinations) could be a powerful poten-
tial source of information about certain
attacks and vulnerabilities. Denial-of-
service attacks, for example, have a clear
manifestation and a natural mitigation
based on traf½c ½ltering by isps. How-
ever, the source(s) of such attack packets,
the target(s), and the intermediaries are
likely to span multiple isps, which would
have to share data and coordinate for
mitigation. Unfortunately, data sharing
among isps today is inhibited by compe-
tition and, in some cases, varied interpre-
tations of privacy law.30

isps thus do not
always have the situational awareness
that would enable them to suppress pack-
ets delivering attacks. Widespread shar-
ing of information, however, can intro-
duce a risk by increasing chances that
attackers learn about vulnerabilities for
speci½c sites. 

Just as there are privacy issues with col-
lecting data about an individual’s health,
network traf½c surveillance raises priva-
cy concerns. The extent to which collect-
ing packets actually impinges on privacy
depends on what information is recorded,
how long it is stored, how it is used, and
who can access the information. For ex-
ample, real-time responses to protect net-
works can be accomplished by authen-
ticating machines, a far less politically
fraught solution than proposals for “Inter-
net drivers’ licenses” and other tight bind-
ings between machines and individuals.31

isp cooperation and information shar-
ing is less likely to raise privacy concerns
than the collection of information by cen-
tralized government organizations. Yet
given that defense of its citizens is a clear
responsibility of government, seeing the
packets themselves can be invaluable to 

a government seeking situational aware-
ness about threats in cyberspace. Unfor-
tunately, packet inspection is also easily
abused if a government intends to spy on
citizens; critics cite this fear (among oth-
ers) when discussing the Einstein32 sys-
tems recently deployed by the U.S. gov-
ernment for monitoring connections to
the Internet at federal civilian agencies.
As with public health, political agreement
must weigh the expected bene½ts of sur-
veillance (backed by sound research and
½eld experience) against the risks it poses
to other values. 

An understanding of the kinds of vul-
nerabilities found in systems is a form of
situational awareness of potentially great
value to system builders. In the absence
of mandatory reporting requirements for
cybersecurity incidents, diverse public
and private reporting mechanisms have
evolved. The U.S. Department of Home-
land Security’s Computer Emergency
Readiness Team (us-cert) and the Na-
tional Institute of Standards and Tech-
nology (nist) Computer Security Divi-
sion maintain databases of common vul-
nerabilities. Many organizations con-
tribute, but these are not the only such
databases and none provides more than a
partial view. Some vulnerabilities never
reach the public databases. For example,
a private-sector community of “security
researchers” report their ½ndings on sys-
tem vulnerabilities to middlemen, who
offer the information for sale to compa-
nies that build and sell anti-malware or in-
trusion prevention/detection products.33

Yet the ad hoc Con½cker Working Group34

is an example of a rather successful coor-
dinated private-sector activity involving
information sharing about risks. 

A patch is an update that can be applied
to an installed system in order to eliminate
one or more previously identi½ed vulner-
abilities. Exploitation of an unpatched
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vulnerability on a computer could target
that machine, and an individual’s assets
contained therein, and therefore be fully
internalized as a result. Alternatively, the
exploitation could target the machines
and systems of others, producing a nega-
tive externality.35 The uncertainty about
consequences means that self-interest is
not a strong incentive for machine own-
ers to apply patches. 

Various policy interventions could raise
patch rates. Choosing among them re-
quires additional information about why
people and businesses delay or outright
fail to apply patches. 

• Research might conclude that low patch
rates in the consumer market are caused
by an underappreciation of the risks.
Public education to inform individuals
that applying patches improves cyber-
security might dramatically increase
patching. 

• We might ½nd that individuals lack
awareness of vulnerabilities present on
their machines. Here, built-in software
to check whether all current patches
have been applied might suf½ce for
triggering consumers to be more atten-
tive to downloading patches for their
machines. 

•  Feedback about what others do could
create new behavioral norms that might
lead to better patching practices. Re-
searchers in other areas have found that
showing individuals how their behav-
ior compares to others’ taps into com-
petitive and/or social consciousness.
Simply stating that a signi½cant per-
centage of others have patched their
machines, and are thus doing their part
for cybersecurity, might push laggards
into applying patches. 

• Research might ½nd that individuals or
enterprises hesitate to install patches
for fear of destabilizing their other

software. Greater transparency about
the speci½c con½gurations and applica-
tions software vendors have tested might
help individuals overcome their reluc-
tance. The fears of enterprises that de-
pend on homegrown software might be
somewhat assuaged by providing test
suites to patch developers.36 As a ½nal
safety net, all software could be required
to contain mechanisms whereby a patch
that has been applied can easily be re-
moved and the system and data re-
stored to the pre-patch state. 

• If the impediment to installing security
patches is time or expertise, then ven-
dors could mitigate the problem by
con½guring defaults that automatically
download and apply security patches. 

• Another reason consumers forgo in-
stalling patches could be that they are
charged for Internet access in propor-
tion to the amount of bandwidth they
use and will incur lower costs by not
downloading patches. Here, one solu-
tion is to subsidize the bandwidth
required for such downloads; another
is to introduce tariffs that distinguish
between different kinds of traf½c. 

Those who run pirated software might
hesitate to install patches for fear that the
installation process would disable the
illegal software or detect and report it.
Regulations could address this obstacle
by prohibiting security-patch installation
from implementing functionality in sup-
port of license enforcement or any other
form of intellectual property protection.
Thus, even pirated software could be
patched, so that herd immunity can be
achieved.

Incentives to apply patches could also
have a useful indirect effect. If patch in-
stallations are frequent and disruptive,
then consumers have reason to prefer
products with fewer security vulnerabili-
ties. Consumer demand would then pres-
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sure software producers to build and de-
ploy more secure products. 

Mandates to apply patches raise con-
cerns about subsidizing the installation
of patches37 and compensating injured
parties when patches cause harm. Losses
from applying mandated patches, partic-
ularly where unacknowledged and un-
compensated, will breed suspicion and
resistance to patching efforts. Thus, it
seems advisable to consider backstop
measures, analogous to what vicp pro-
vides to incentivize the use and produc-
tion of vaccines and the process used by
the Food and Drug Administration to
ensure vaccine ef½cacy. 

Geological features, such as mountains
and oceans, have proved valuable in pro-
tecting individuals and populations.
When natural boundaries are absent, we
build our own: fences surround buildings
and nations, often with guards to control
who is allowed to transit the border. Such
boundaries protect activities on one side
from activities occurring on the other. A
boundary may limit travel in one direc-
tion or in both directions; it may be en-
tirely impervious or may selectively limit
who or what may pass. Neither is a pan-
acea: an impervious boundary could bar
the good with the bad; a selective bound-
ary must employ some kind of ½lter, and
that ½lter might block what should not be
blocked or let pass what should. 

Firewalls, so-called network guards, in-
trusion detection/prevention systems,
and “air gaps” are examples of mecha-
nisms that implement boundaries in net-
worked systems.38 Data collected through
surveillance can serve as the basis for sig-
natures, which are then used to de½ne ½l-
ters, effectively creating dynamic bound-
aries. Surveillance thus can lead to auto-
matically imposed quarantines. Given that
attacks in networks propagate rapidly,
automatic response is especially attractive.

Ideally, we would deploy selective
boundaries that block only attacks. In
practice, though, ½lters will be far from
perfect. 

•  Filters that inspect packet payloads
(known as deep-packet inspection) in ad-
dition to checking packet headers are
ineffective when packet payloads are
encrypted or otherwise obfuscated.
Encryption is not used extensively in
networks today, but that could easily
change. Attackers often use encryption
to evade detection. Moreover, what is
being spread are often malware vari-
ants, where each variant is obfuscated
by the application of a different ran-
dom set of semantics-preserving trans-
formations. It is dif½cult and often im-
possible to construct a signature that
matches all variants by generalizing
from a few.

•  A ½lter might be designed either to 
(i) block packets and protocols corre-
sponding to known attacks or (ii) pass
packets from protocols or conveying
content that is known to be normal.
Filters that implement (i) are fooled by
new attacks (in addition to suffering
limitations described above) and those
that implement (ii) could block previ-
ously unseen protocols and kinds of
packets, thereby stifling innovation. 

• Whether a packet is part of an attack
could depend only on sender intent.
Consider a large number of request
packets being sent to a Web server. Are
many people trying to access the same
particularly topical content, or is a
denial-of-service attack in progress?
Sender intent is the sole differentiator. 

There is also a human element to con-
sider. Boundaries and ½lters must be in-
stalled, con½gured, and managed by hu-
man operators, and people make mistakes.
Moreover, when such a mistake allows
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unimpeded flow, then the error might be
dif½cult to detect until it is too late. 

Network providers are understandably
reluctant to publicize details of defenses,
because revealing that information could
help attackers. Yet we see example defens-
es in today’s commercial networks, which
create and reference “black lists” of sites
whose communications will be ignored
and “white lists” of sites that are known to
be trustworthy. Some isps create a com-
petitive advantage by offering their cus-
tomers a service whereby suspicious in-
bound-traf½c spikes directed at the cus-
tomer’s site will automatically prompt up-
stream ½ltering to block those suspicious
packets. As a result, denial-of-service at-
tacks in such networks are more dif½cult
to undertake. Other isps monitor each
endpoint, disconnecting a given endpoint
if outgoing traf½c suggests that the end-
point is compromised.39

A boundary may be deployed around a
system (be it a single computer or a net-
work) that must be protected from at-
tacks, or around a system that is likely to
harbor attackers. Different incentives are
effective in each case. One natural scenar-
io for direct government investment exists
when security boundaries and national
ones overlap. Systems in various countries
are subject to different laws, typically re-
flecting a range of societal values. A gov-
ernment might therefore justify installing
a boundary whenever systems subject to
its laws are connected to systems located
in a jurisdiction that allows system behav-
ior the ½rst considers an attack.

Boundaries are more likely to be ac-
cepted and work effectively when initiat-
ed by the collective rather than by indi-
viduals. First, an individual is unlikely to
have the necessary authority to mandate
changes to defenses on all the remote sys-
tems that could be involved in creating a
quarantine. Second, the possibility of free-
loading limits the incentives for owners

or operators of networks or individual
systems to make the investments to sup-
port enforced isolation. Finally, an agent
of the collective, equipped with a broader
view of system vulnerabilities, would de-
½ne better signatures for ½lters. 

An example of such boundaries is
found in recent proposals for deterrence
through accountability. Some have sug-
gested that the Internet be partitioned
into national or multinational enclaves.
Those enclaves that serve the population
whose network security is of concern 
(i) run protocols that enable packet-
sender tracing and (ii) do not carry traf½c
from enclaves where packet-sender trac-
ing is not supported or cannot be trusted.
The ability to trace attack packets back to
an individual machine enables support
for accountability in those enclaves that
serve the populations the boundary is
intended to protect. 

Boundaries with suf½ciently powerful
½lters have the potential to intrude on
societal values. One concern arises when
the de½ning ½lters not only block packets
that contain attacks but can be con½g-
ured to block other kinds of packets. Such
a ½lter could be used to prevent data from
leaving an enclave, which makes it well
suited for protecting con½dential infor-
mation against theft. But content ½lters
also permit government censorship, as il-
lustrated by the ½rewalls China has in-
stalled to protect that nation’s computing
systems from receiving information in
violation of local laws regarding allowed
speech. Deployed in the reverse direction,
a content ½lter could block someone from
sharing information with others, thereby
stifling debate. 

So there are trade-offs, with social val-
ues and potential bene½ts for the col-
lective requiring constraints on activities 
by individuals and businesses. Moreover,
no criteria for deciding where a system
should be segregated will be infallible.
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The result is a complex risk-management
decision procedure that society must pre-
scribe, with imperfect information and
unknowable consequences. 

The public health system leverages
health professionals and other institu-
tions to influence individuals’ behavior.
For example, health professionals educate
individuals about the bene½ts of vaccina-
tions, schools demand conformance with
vaccination schedules, and airports screen
passengers for symptoms during some
infectious disease outbreaks. Intermedi-
aries clearly play an important role in pub-
lic health strategies. 

Intermediaries also have an important
part in fostering cybersecurity. For exam-
ple, many network operators, such as em-
ployers and universities, require that all
machines on their networks run virus de-
tectors or malware detectors (with up-to-
date signature ½les). These intermedi-
aries could require that all machines are
up-to-date on security patches. Similar-
ly, some isps have chosen to notify sub-
scribers when a computer appears to be
infected.40 At least one isp restricts Web
sur½ng until the infected machine is
cleaned up, while another isp reportedly
quarantines any compromised machine
until it is clean.41

isps are well positioned to facilitate
patching and, by monitoring traf½c, to
enforce isolation of machines harboring
certain malware. Yet they currently have
little incentive to engage in such prac-
tices because they would then incur the
bulk of the security costs, but any costs
from infected machines would be more
widely dispersed. Moreover, an isp that
disables or limits a machine’s access to
the Internet will likely bear the burden of
assisting that customer as she attempts
the necessary repairs. Analysis42 suggests
that the cost incurred by an isp in ½eld-
ing a customer’s tech-support call ap-

proaches the isp’s annual revenue from
that customer. Making this sort of moni-
toring and clean-up a mandatory obliga-
tion for isps would not only force action
but would also prevent consumers from
contracting with isps that enforce weak-
er security requirements. 

More daunting are the potential costs
an isp might incur from making an incor-
rect decision to disconnect a customer.43

To limit spam email, for example, an isp

might block all bulk sending of email. But
missives sent by a political organization
might then be blocked, resulting in un-
wanted attention from advocacy groups
and the press.44 While the law is evolving
to provide isps that take steps to protect
security with immunity from suits brought
by providers of malware, those users who
experience losses after installing required
patches or system upgrades, or who suffer
because of isolation, might also ½le legal
complaints. In sum, the costs of isp inter-
vention present a formidable barrier to
such action; nonetheless, the law could re-
move these disincentives. 

In a recent proposal,45 legal scholars
Doug Lichtman and Eric Posner argue that
expanding isps’ liability “for violations of
cyber-security” would improve cyberse-
curity because (i) individual attackers are
often either beyond the reach of the law or
are judgment-proof and (ii) isps “can de-
tect, deter, or otherwise influence the bad
acts in question.” Similar to the way card-
holder purchases are monitored by credit
card companies, isps could detect cyber-
security violations by building pro½les of
their users and looking for traf½c anom-
alies. But as Lichtman and Posner openly
admit, anomaly detection with usable lev-
els of ½delity has eluded cybersecurity re-
searchers for decades. Thus, implement-
ing the proposal is not feasible at present. 

Still, a policy holding isps liable for the
damage caused by infected machines run-
ning on their networks might encourage
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more diligence in monitoring and ½xing
their subscribers’ machines. The details
are subtle and depend on the standard 
for liability–whether strict, knowledge-
based, or otherwise de½ned. To compli-
cate matters, the policy could have an un-
desirable outcome: the isp could under-
take less monitoring as a way to avoid its
duty to intervene. 

Alternatively, governments could pro-
vide indirect or direct subsidies to foster
cybersecurity-preserving activities by
isps. For example, creating a centralized
service for hosting patches or subsidizing
bandwidth to all endpoints could ensure
that cost or delay to download a patch
would not become an impediment to
installing that patch. 

Given the decentralized and private
provisioning of network resources in the
United States and many other countries,
understanding the role of intermediaries
in driving cybersecurity is essential. As in
other areas, such as copyright, the chal-
lenge is to establish policies that incen-
tivize desirable behavior while minimiz-
ing impact on other values. 

Computer scientists have discussed a
biological basis for cybersecurity for at
least two decades. The thrust of that re-
search is to understand whether comput-
er networks can bene½t from implement-
ing defenses similar to those that protect
living things. Developers have explored
intrusion detection systems that mimic
pathogen detection in the human immune
system46 and software defenses based on
arti½cial diversity.47 A recent Department
of Homeland Security white paper48 de-
scribes how a human immune system’s
response mechanisms might serve as the
blueprint for software that defends indi-
vidual computers and networks against
cyber-attacks. Much research remains to
be done, however, before those ideas are
reduced to running code. 

In contrast to the biological metaphor,
which focuses on technical measures for
blocking cyber-attacks, the analogy be-
tween public health and cybersecurity is
primarily concerned with new policy and
new institutions. Proposals for a Cyber-
cdc, for example, have attracted consid-
erable interest.49 Inspired by the existing
Centers for Disease Control and Preven-
tion, the Cyber-cdc is envisioned as a 
government institution that organizes
public- and private-sector strategies to
enhance cybersecurity. It would also
undertake data collection about threats
and attacks, analyze and disseminate that
information (perhaps in partnership with
the private sector), serve as a repository
for technical remedies, and educate the
public about best practices, defenses, and
remedies. 

An ibm white paper50 broadens the
analogy. Borrowing not only from public
health but also from public safety, the
paper recommends establishing a Cyber
Federal Emergency Management Agency
and devising a Cyber National Response
Framework. Independently, Microsoft’s
Corporate Vice President for Trustwor-
thy Computing, Scott Charney, has advo-
cated measuring “device health,” with
device “health certi½cates” serving as a
basis for authorizing device access to net-
work resources.51 Rather than focusing
on institutions, cybersecurity expert Jef-
frey Hunker looks to public health as a
model for behavioral norms.52 Individu-
als would be expected to satisfy certain
norms, and government institutions
would focus on supporting those norms. 

None of the aforementioned work in-
cludes a compelling argument for why
the analogy to public health is a suitable
starting point for a cybersecurity doc-
trine. Public health informs people’s
behaviors (seemingly an obvious route to
enhanced cybersecurity), but so does re-
ligion (which nobody is advocating as a
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cybersecurity solution). In formulating
our doctrine of public cybersecurity, we
use economic theory to justify the shared
status of public health and cybersecurity
as public goods because economics ex-
plains the externalities and incentives
that arise in cybersecurity. Viewing cyber-
security as a public good is not new,53 but
we do appear to be the ½rst to employ in-
sights from economic theory to justify
the public health model for cybersecurity.

Our public cybersecurity doctrine goes
beyond prior work that explores cyber-
security counterparts for institutions and
policies that have served public health
well. Public cybersecurity is obtained by
identifying cybersecurity counterparts to
the goals of public health–not the institu-
tions of public health. First, public health
law provides a powerful framework for bal-
ancing collective versus individual inter-
ests. Second, just as managing disease is an
important goal of public health, managing
insecurity is an important goal of public
cybersecurity. The siren call for the pro-
duction of “secure” systems and networks
must be–and, with public cybersecurity,
is–augmented with a mandate to man-
age the inevitable insecurity that comes
from the constant vulnerabilities and
adversaries that networked systems face. 

The goals of public cybersecurity focus
on the collective. Individual high-conse-
quence systems, such as those that con-
trol critical infrastructures, are not sin-
gled out. Why not focus on the seemingly
smaller problem of making only the high-
consequence systems secure? For the
same reason that the public health system
does not focus on keeping only “impor-
tant” people healthy, isolation is not a real-
istic proposition for cybersecurity. Public
health teaches that it is easier to keep spe-
ci½c individuals healthy when everyone
is healthy. The same is true with cyber-
security. If we foster the production of
cybersecurity generally, building our net-

works’ capacity to manage insecurity, we
will be better able to ensure that our high-
consequence systems are secure. 

Cybersecurity, like security in so many
other contexts, involves trade-offs with
other values.54 Conflicts will arise be-
tween public cybersecurity and the inter-
ests of speci½c individuals, entities, and
society at large. A cybersecurity doctrine
is obliged to provide principles and pro-
cesses to negotiate and resolve these con-
flicts. Public health already offers such
guidelines to bene½t the public good. 

First, the state intervenes most drasti-
cally when an individual’s health decision
might directly impact the health of others.
The state is generally unable to coerce an
individual’s decision when the health of
only the individual is implicated. Substi-
tute “health” for “security,” and we have
sensible guidelines for public cybersecurity.

Second, public health guidance, applied
to managing the externalities associated
with public cybersecurity, suggests the
following: 

• The state’s obligations and abilities to
shape and override private choices
should turn on the extent to which they
have a direct impact on the security of
the broader public rather than the secu-
rity of an individual or entity.

• To facilitate better decisions by individ-
uals, the state should provide informa-
tion or gentle interventions that influ-
ence the perception of risk but that do
not supplant the decision-making. 

• Where security choices of the individ-
ual will impact the security of others,
the state should use a wider array of
tools to alter behavior. 

• Even where state action is permissible,
impact on other societal values must be
considered in choosing among solu-
tions. 
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• Whenever possible, the state should
opt for minimal interventions imple-
mented in a decentralized manner, so
as to limit the negative impact they may
have on willingness to participate. 

Inadequate cybersecurity is the obstacle
to success in the information age. Though
the problem resides in technologies, the
solution involves policies. It requires in-
tervention in the private choices of in-
dividuals, hard trade-offs, and political
agreements that could span nations. We
believe that a doctrine of public cyber-
security can be the basis for those poli-
cies. Our doctrine of public cybersecurity

establishes a framework for state incen-
tives and coercion that we believe is ra-
tional, defensible, and legitimate. It di-
rects the focus of cybersecurity away
from the individual and toward the col-
lective. It advocates building systems
with fewer vulnerabilities while acknowl-
edging that systems cannot be rid of all
vulnerabilities and must therefore be
resilient in the face of attacks. If adopted,
public cybersecurity will reorient public
policy and discourse toward the proper
goals of encouraging collective action to
produce the public good of cybersecurity
and managing the insecurity that remains. 
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How can cyberspace be augmented or organized
so that security is more widely produced at home
by citizens who lack technical expertise? Answer-
ing this question is critical to governance of the
Internet. When one person or machine is not se-
cure, any or all of the people connected to the Inter-
net potentially pay a cost. The average user receives
spam because other average users allow their
machines to host spammers. Securing cyberspace
is an inherently cooperative venture. 

A growing body of work illustrates how class-
es of goods are constructed by a collective (commu-
nity-based production) and how shared resources are
managed (managing the commons). When viewed
from the ½rst of these two perspectives, security is
a good that can be cooperatively produced. When
viewed from the second, computer security ap-
pears to be a common good that can be consumed
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Abstract: The Internet is not the only critical infrastructure that relies on the participation of unorga-
nized and technically inexpert end users. Transportation, health, waste management, and disaster pre-
paredness are other areas where cooperation between unorganized citizens who lack experience with the
domain has increased resiliency, reduced social costs, and helped meet shared goals. Theories of com-
munity-based production and management of the commons explain this type of cooperation, both off-
line and online. This essay examines these two complementary approaches to organizing the cybercitizen
for cybersecurity. Cybersecurity discourse has reasonably focused on centralized parties and network
operators. From domain name registrars to network service providers, solutions are sought through
incentives, regulation, and even law enforcement. However great the ability of these centralized entities
to implement change, the end user plays a crucial role. The Internet must remain open to enable innova-
tion and diffusion of innovation; thus, the end user will continue to be important. What is the role of the
citizen in cybersecurity? What socio-technical characteristics might enable a system that encourages and
empowers users to create a secure infrastructure? 



and preserved, but not produced, cooper-
atively. The Internet as a commons can
be compromised if too many people
accept a high level of insecurity. In both
cases, requirements for the nature of the
good, whether public or private, must be
de½ned. Cybersecurity is a good with
signi½cant private incentives; in the
same way that no one seeks to become ill,
no one wishes to be the victim of identity
theft. Cybersecurity may also have a tip-
ping point, after which a herd effect moti-
vates action or adherence. On the net-
work as in the realm of public health,
herd immunity is needed to prevent epi-
demics.

In this essay, I describe resource man-
agement as community-based produc-
tion and as the management of the com-
mons. I suggest that the underlying re-
quirements for each of these approaches
may already exist or could be created. 

Community-based Production. Com-
munity-based production refers to the
self-organization of community members
to create a good or service.1 This model of
social production differs from “crowd-
sourcing,” in which a single entity, such
as a ½rm, handles the organization and
management of a collective effort.2 I be-
gin by considering the case of community-
based production of security information
by self-correcting experts, then argue for
computer security as a good that could be
enhanced, though not fully implemented,
by community-based production. 

In his 1937 article “The Nature of the
Firm,” economist Ronald H. Coase ex-
plained why individuals self-organize
into ½rms with high degrees of special-
ization.3 Adam Smith’s The Wealth of
Nations illustrated the value of specializa-
tion with the famed example of pin pro-
duction.4 Arguments for producing a
particular good or service through this
approach span centuries and cannot be

adequately cataloged in this essay. In con-
trast, intellectual theories and repro-
ducible analyses that explain and de-
scribe community-based production as
sustainable (and preferable in some cases)
have emerged more recently. 

Community-based production can drive
the creation of any good that possesses
the following characteristics: modularity,
low capital requirements for entry into
production, low marginal cost of produc-
tion, and well-de½ned interfaces or inter-
actions resulting in low cost of integra-
tion. The concept of community-based
production was ½rst de½ned in relation to
the economics of software that runs the
Internet. Called open-source software, it
must be shared, readable by all Internet
users, and cost-free in order to prevent
barriers to connection.5 Finance scholar
Josh Lerner and economist Jean Tirole
have described how individuals self-
identify by contributing to tasks for
which they are uniquely suited.6 They
argue that increased income is not the
sole incentive for the production of open-
source software; rather, social intangi-
bles such as respect, reputation, and the
knowledge that one is the ½rst to solve a
particular problem are signi½cant moti-
vators. Contributions must be visible to
the community for these incentives to
function. In the realm of cybersecurity,
neither the bene½ts of securing a ma-
chine nor the costs of failing to do so are
visible, even to a machine’s owner, thus
reducing the incentive to take action.
Nonetheless, there are multiple examples
of loosely coordinated online communi-
ties that produce security information,
including vulnerability sharing and probe
networks. 

A vulnerability is an error in coding or
installation that enables unauthorized
access to electronic resources. More
speci½cally, it is a technical flaw allowing
unauthorized access or use, where the
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relationship between the flaw and access
allowed is clear and has been document-
ed to have been used to subvert a ma-
chine. Information about vulnerabilities
can be held secret, shared openly, or sold
to a company.

Probe networks are sets of networked
computers that have no services and thus
offer no legitimate reason to connect to
them. The connections they receive are
from massively parallel attacks, in which
attackers are trying every feasible ip

address. A social network of system oper-
ators run the computers to share statis-
tics on these broadcast attacks, identify
patterns as well as anomalies, and pro-
vide real-time distributed-network mon-
itoring.

Vulnerability sharing has long been
community-produced. The email list
Bugtraq provides a mechanism to report
vulnerabilities and rate the resulting
report. Users of the list contribute knowl-
edge, discuss vulnerabilities, and devise
patches. A large amount of computer
security information is generated and
validated by these volunteers with no
obvious incentives; they do not have
property rights to the information they
provide or to the products that their cri-
tiques help improve. Like any informal
system of social reputation, earning cred-
ibility is dif½cult, time-consuming, and
uncertain. In contrast, when information
production is managed by a ½rm, there is
no basis on which to argue that such self-
organization would occur. The hp service
TippingPoint is a ½rm created to pur-
chase vulnerability information, thereby
constraining the distribution of this in-
formation. Thus, the application of prop-
erty rights to vulnerability information
decreases social welfare.7 Yet Bugtraq’s
open system continues (with eight post-
ings on April 26, 2011, for example). 

The DShield project, one example of a 
probe network,8 is a community of sys-

tem operators who run network moni-
tors or “probes” to detect intrusions and
attacks. Information gathered by net-
work probes is shared among and collec-
tively analyzed by members. The DShield
project enhances the reputation of con-
tributors by identifying them as such;
increases the perceived value of its par-
ent, Euclidean Consulting; and enables
the identi½cation of Internet Service
Providers (isps) that are responsible for
the worst attacks. DShield also provides a
free self-help service that allows individ-
uals to verify whether their ip addresses
are associated with attacks. In this mod-
el, expert members of the community pro-
vide and generate security information at
no charge and without claiming property
rights. 

Contributors to network probe sys-
tems are valuable to the entire Internet
community and provide aggregate data
that no individual could produce. How-
ever, there is no monetary incentive to
participate. An individual who includes
his or her own data in the aggregate may
potentially bene½t from a marginal in-
crease in the ability to detect an early
worm attack. Nonetheless, for the pur-
pose of determining the pervasiveness of
attacks or having an early warning sys-
tem in place, the self-optimizing choice is
to ensure that one’s network neighbors
participate without participating oneself. 

While DShield provides a public list of
malicious sites, other organizations have
a more traditional, centralized produc-
tion method. For example, WebSense
offers security-based blocking of sites
that it locates using its own honeypots.
(A honeypot is a computer on the net-
work designed to be attractive to attack-
ers by a combination of weak security
and tempting ½le names. For example,
the machine might be running old ver-
sions of software with known vulnerabil-
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ities and have fake ½les with names such
as “creditcardnumbers.xls” or “Accounts
AndAddresses.db.”) Individuals who do
not subscribe to WebSense do not obtain
the lists of compromised sites. Thus,
WebSense offers security production in
the more conventional model: that is, via
a ½rm. 

The above examples of community-
based production by highly educated net-
work administrators, engineers, and re-
searchers describe collective activities of
security experts and network engineers
committed to a more resilient Internet,
not the creation of security information
by non-experts. Is the latter practical?
Which types of information goods can a
community of non-experts feasibly create,
under what conditions, and by whom? To
what extent can community-based pro-
duction be generalized?

Legal scholar Yochai Benkler’s research
on the production of trusted information
describes the goods and services that can
be effectively produced through commu-
nity-based means.9 In certain contexts,
this model has many advantages over
½rm-based production. By altering the
modularity, granularity, and cost of inte-
gration of the good that is produced, the
cooperative model can shift the distribu-
tion of production costs to those most
able and willing to bear them. 

Challenges that can be effectively ad-
dressed by community-based production
are mod ular rather than continuous; that
is, they are characterized by clearly delin-
eated decision points and explicit re-
quirements for participants. For exam-
ple, while prosecuting organized online
crime is a broad objective best addressed
by a highly organized governing body or
½rm, the task of identifying malicious
websites is amenable to community-
based solutions because each website is
distinct and the task is well-de½ned. The

task is to determine not if the website is
providing good and correct information
but if it is a masquerade site (also called a
phishing site) or if it is distributing ma-
licious code, thereby infecting visitors’
computers. Masquerading sites are cor-
rectly recognized by experts more often
than by nontechnical users. However, if
users are given simple information, such
as their own browsing history, and are
told that this is a ½rst visit to a site, they
may detect that the site claiming to be
Bank of America is a phishing site, based
on their knowledge of having previously
visited Bank of America’s actual website.
That is, users know that a site they have
never visited before is not one where they
should enter their banking passwords.
The computer recognizes that the site is
not part of the user’s history; the user
does not. Alerting the user to a ½rst-time
visit before he transmits his password
would be a straightforward change in
technical communication. Similarly, mal-
ware sites have very short life spans, and
computers might be programmed to in-
dicate to the user if a site is a day old, if it
is certi½ed by a rarely used certi½cation
site in a remote locale, and whether the
user has ever visited similarly risky sites.
Such alerts could enable the user to make
an informed decision. 

The cost of integrating individual dis-
tributed efforts must also be limited for
this model to work. Benkler mentions
software as an example in which integra-
tion can occur with a well-documented ap-
plication program interface; his counter-
example is aircraft construction, which
requires an exacting physical integration
of many components. What elements of
cybersecurity, like aircraft, require regu-
lation and coordination? Which can be
enabled from the bottom up? Design
parameters change when systems are
implemented to enable peer, as opposed
to ½rm or governmental, production. In
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terms of participant requirements, con-
siderations include lifestyle (for example,
whether the user must be connected to
the Internet for 85 percent of the day) and
the type of response required (for exam-
ple, whether a system simply reacts to
alerts or requires constant monitoring
and an endless attention span). 

The identi½cation of malicious web-
sites illustrates the potential uses and
limits of community-based production.
Whereas legitimate banks can be appro-
priately identi½ed in a centralized fash-
ion, by the Federal Depository Insurance
Corporation and the National Credit
Union Administration, the rate by which
unknown websites are increasing pre-
vents any centralized entity from identi-
fying all of them. Yet online behavior in
the user community suggests a potential
solution. The vast majority of sites that
individuals visit in a browsing session are
the ones they visited in previous weeks.
One study of browsing history over a
four-week period found that within a
social network of only ten people, more
than 99 percent of all participants’ clicks
led to previously visited sites.10 Only one
in a hundred clicks brought individuals
to a site identi½ed as unknown. (For the
average individual in the study, 95 per-
cent of clicks led to familiar places.) By
reconceptualizing the global issue as a
community problem, the study uncov-
ered new and potentially untrustworthy
sites without compromising user privacy. 

Attackers have long used social net-
works to enhance attacks. The “I love
you” virus was the ½rst malicious use of
address books; today, attackers harvest
Facebook and the comment sections on
blogs. As a result, centralized solutions
must address the vast heterogeneity of
the Web. Given the sheer scope of the
challenge, the identi½cation of individual
websites as new, and thus suspect, is best
done by community members. Yet the

long-term ef½cacy of the community
model depends on the capacity of cen-
tralized institutions to coordinate the
identi½cation and takedown of malicious
sites in a timely manner–that is, before
the sites build reputations. Both commu-
nity-based and centralized production are
necessary; neither is adequate on its own. 

In assessing whether websites or indi-
vidual users are trustworthy, community-
based production can incorporate im-
plicit, behavior-driven ratings or explicit,
personal recommendations or selections
from trusted parties. The amount of time
an individual spends using, and therefore
contributing to, various resources is an-
other implicit measure of trustworthiness.
Social trust reduces technical complexi-
ty11 and can alter the nature of cumulative
risks taken, in terms of system failure,
privacy, and even threats inherent in sys-
tem operation. Community production
achieves a governance system that either
could not be accomplished by a central-
ized agency or could not be accomplished
without very large-scale investment of
capital. 

Community production recognizes the
incentive individuals have to maintain
their own information. Individuals’ abil-
ity to protect themselves against the risks
they take–that is, the capacity to shift
costs to those with the greatest incentive
to bear them–applies to malicious sites
and many types of machine subversion.
However, one dif½culty of cybersecurity
is that while the individual bears the cost
of some machine subversions, in some
cases the costs are borne by others.
Again, the creative use of social networks
and incentives can be applied here to help
develop a more robust and resilient infra-
structure. 

The Commons without Tragedy (or
Government). A modest estimate sug-
gests that 5 percent of machines connect-
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ed to the Internet are under the control of
malicious parties.12 Commonly, large
numbers of machines, called “zombies,”
are brought under the control of a single
centralized entity, forming a “botnet.”
Zombies do not necessarily steal the
information of affected machine owners.
Rather, access to the machine provides a
launchpad for attacks, a storage resource,
and a safe space away from virtual home.
The fact that the malicious controllers of
these machines are centralized has trig-
gered centralized solutions, such as coor-
dinated law enforcement. However, the
subversion of these machines works
from an economic perspective because of
the large supply, high connectivity, and
very low marginal cost of hitting tens of
millions of machines to ½nd hundreds of
thousands that can be subverted. One
possible solution for the cyber-commons
is a ground-up approach that would in-
duce secure behavior in communities
and subnetworks. 

Any ground-up approach will depend
on preexisting social trust and risk com-
munication to create subnetworks that
seek to change individual and group
behaviors. A range of powerful authenti-
cation technologies has yet to be applied
to the challenges of securing devices
(including proximity authentication, for
example, which works only for devices
that are physically collocated). Virtual
neighborhoods created from secure group
formation and physical neighborhoods
authenticated by proximity are examples
of possible subnetworks where effective
interaction design combined with social
transparency can enable neighborhood
self-defense. 

Political economist Elinor Ostrom has
illustrated that effective governance of
shared resources can emerge under certain
conditions. In a 2003 summary in Science,
Ostrom and colleagues list ½ve condi-
tions: 1) the monitoring of resources and

their use, 2) moderate rates of change in
social and economic conditions as well as
user populations, 3) the existence of so-
cial capital in the community, 4) the abil-
ity to exclude outsiders from the commu-
nity, and 5) user-supported enforcement
of norms.13 In theory as well as in prac-
tice, creating these conditions requires
the development of secure systems that
are designed as social networks. 

It is also important to consider the rela-
tionship between social networks and
herd immunity. If policy cannot change
the behavior of all users, what category or
number of people must be encouraged to
change? Can visibility of low-security
choices be leveraged to create the trans-
parency necessary for self-governance of
an Internet-security commons?

Monitoring Resources. Monitoring
resources in a shared domain is one of the
simplest but most underused governance
mechanisms. Information monitoring
has a trivial effect on the information
infrastructure, and simply providing
information can be a potent agent of
change. Individuals are rarely capable of
monitoring their own network experi-
ence, and yet there are few available
interfaces for monitoring network re-
sources. Even organized efforts have
dif½culty measuring resources available
to individuals, with some comparisons of
national broadband networks measuring
nothing more than the parameters set by
the machines for sharing bandwidth.14

Individuals often do not know their own
resources and, arguably, never have. The
2003 spread of the Slammer worm is an
example of the challenges home users
face in monitoring their own resources.
As Slammer attacked sql servers, most
people were unaware that they might be
vulnerable even if they knew of the
worm’s existence. Announcements spec-
i½ed that the worm attacked Microsoft
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sql Server 2000, but how many users
knew that their pcs, in fact, ran an sql

server? Any technically useful report
could have been construed by the average
user as acknowledgment that the worm
did not apply to him or her. Today, few
individuals who have broadband are
aware that they have a Web server in their
homes. Yet every wireless hub has a sim-
ple Web server that enables the owner to
initialize and con½gure the device. Any
individual who sets up a wireless router
using a browser may be unaware that
there must be some server code running
on the device. Transparency may have
improved in terms of an individual’s
knowledge of his or her own resources,
but there is no evidence that awareness
has improved. 

Currently, some isps may notify indi-
viduals when the isp detects or is noti½ed
that a machine on the isp’s network is
subverted. Though an estimated 5 per-
cent of all machines on the Internet have
been subverted,15 even the most aggres-
sive isp responses have offered recovery
services to just 1 percent of subscribers.16

For this reason, both end users and net-
work service providers have limited
awareness of the existence of botnets.
One problem for a network service pro-
vider is the heterogeneity of the network
population. 

Concerns about individual privacy and
close monitoring of network behaviors
also limit network monitoring, as organi-
zations that have been found to practice
unwarranted monitoring have faced, at
the least, a media backlash.17 For this rea-
son, close monitoring by an agency may
be impractical, but the homogeneity and
consistency of individual behavior is an
asset to the extent that home users can
observe the actions their machines take
on their behalf. Detecting a change in
website visitation behavior across the
entire network is very dif½cult. Detecting

a change by a single computer, which has
very few (human and therefore nonran-
dom) users, is a problem that is easier to
solve. While the individual machine is fair-
ly consistent, the network is not. When a
machine suddenly becomes inconsistent,
a home user will have better information
on why that may or may not be suspi-
cious. For example, a network service pro-
vider may observe changes in traf½c be-
havior without knowing if it is because
there is a family reunion taking place
(and thus a dozen teenagers are on the
wireless) or a machine has been subvert-
ed; the individual user, on the other hand,
can easily distinguish between the two
scenarios. Thus, while recovery services
may need to be centralized, network
monitoring and communication with in-
dividual users function best when decen-
tralized. The global network is dynamic:
it changes rapidly, constantly recon½g-
ures routes, and is profoundly heteroge-
neous. The individual, by contrast, is a no-
toriously poor source of entropy. Moni-
toring resources at the end point means
leveraging the innate homogeneous hu-
manity of the single user, as opposed to
simply bemoaning the fact that humans
produce weak, nonrandom passwords. 

Home users face a plethora of add-ins,
add-ons, and an ever-expanding lexicon
of attacks and defense. A more produc-
tive approach would be to provide indi-
viduals with a single narrative and a
clearly marked path to risk mitigation
and recovery. Users could be informed of
radical changes on one machine in the
house either by other machines in the
house or by the machines that participate
in the social networks I describe below.
Current technology is not designed to
communicate, in an effective, carefully
timed, and educational manner, the par-
ticular risks to which a user might be ex-
posed; nor does it automatically change
settings to respond to personal contexts
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(work, play, banking) or technical ones
(public wide area network, protected
workplace, patched or unpatched).

Market forces, property rights, and
even assigned identi½ers can solve some
of the incentivization problems related
to computer security. However, an effort
to control and enforce behaviors on the
population in a “war on computer inse-
curity” risks being both ineffective and
expensive. In contrast, making risks and
decisions visible to individuals, thus en-
abling them to monitor their own ma-
chines, is a technological challenge that
can be met without violent metaphors or
intrusive monitoring. 

Moderate Rates of Change. The no-
tion that the Internet is open to all is a
canard; exclusion is now and always has
been practiced online. The earliest form
of exclusion was email lists. The exis-
tence of some of these lists was secret
(particularly from professors in some
schools). Some lists added members by
invitation only; others allowed open sub-
scription as well as banning; and still oth-
ers embraced a simple no-holds-barred
approach. For example, a group of moth-
ers whose children share a birth date
have followed each other and stories of
their respective offspring for twenty
years; their email list is highly exclusive.
The same models apply today in the blog-
world. Blogs can be completely open,
allowing unmoderated (and immoder-
ate) anonymous comments. More often,
they are slightly restrictive, allowing
open readership with member comments
or moderated anonymous comments.
Many reserve access for members only,
especially when members have strong
shared experiences (such as surviving
abuse) or have tired of defending the
existence of the group itself and simply
wish to discuss the topic at hand (for
example, feminist blogs that exclude

men’s rights activists). Such closed blogs
can be read only if an application for in-
clusion is accepted.

The second-oldest form of the closed
online community is arguably the chat
room, a service built on the idea of the
single-identity provider. The chat room
functioned primarily because of a large,
aol-installed user base and aol’s cen-
tralized governance ability. Chat rooms
are also called “pull technology,” mean-
ing the individual must actively log in to
participate. Before the chat room, there
were closed mailing lists. 

The Internet has long been applauded
for its openness. Yet the network enables
the creation of spaces that can be closed
or even invisible to others. Social net-
working has enabled exclusion since the
½rst days of email, when reply-all became
reply-to-sender for the occasional snark.
The implementation of stable Internet
communities is widely managed by those
communities across an array of plat-
forms. Even with dif½cult interactions
and exploitive privacy requirements, the
story of the Internet is one of community
formation. The ability to form communi-
ties, whether bound by physical location,
shared interest, or sheer random selec-
tion of the moment, illustrates that the
second condition for management of
shared resources can be met. An un-
knowable number of groups–from high
school classmates to their mothers, who
have been chatting online since the ½rst
positive pregnancy result–meets the
requirement of “moderate rates of change
in social and economic conditions as well
as user populations.”

Social Capital. Discussions of security
in economic terms–that is, as ½nancial
capital–have been active for the past ten
years.18 Security as social capital, however,
is rarely considered. Most related technol-
ogies de½ne security as an individual ef-
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fort and presume that information is an
individually owned resource. 

A 2000 paper introduced the idea of
computer security as a good with exter-
nalities.19 Since then, models of various
components of security-related external-
ities have been widely explored. In eco-
nomic terms, the current crisis in com-
puter security is a market failure. There 
is some agreement that components of
cybersecurity are a public good.20 Private
security decisions have a public external-
ity, as the cost of an insecure system is ac-
crued by other systems that are subse-
quently infected as malicious computer
code, such as viruses and worms, spreads.
Various solutions to this problem have
been proposed, including liability,21 in-
surance markets for business risks,22

and enforcement mechanisms for isps.23

Security de½ned as a good has both
public and private elements, but security
proposals have tended to focus on the pri-
vate aspect. In terms of the public good,
solutions have emphasized monetary lia-
bility or insurance. Although proposals
for liability could function for larger
actors in the security market, where deci-
sions (at least in theory) are driven by
cost-bene½t analysis, this approach would
likely back½re in the realm of vulnerable
home users. In fact, some proposals could
increase the potential risks for individu-
als without providing any mechanisms
for enabling them to avoid these risks.
Increased liability, as a means to encour-
age individuals to cease insecure behav-
iors, is unlikely to be highly effective if
individuals are unaware of being engaged
in such behaviors. Again, consider that 5
percent of home machines may be infect-
ed. A regime that criminalizes users for
having an insecure home machine would
immediately transform some 5 percent of
the online population from law-abiding
citizens to enemies of the state. It is dif-
½cult to imagine an external attack that

would similarly hinder or harm so many
Americans. 

A commonly proposed solution to an
externality is the creation of a property
interest that would enclose the informa-
tion security space. A functional market
would require adequate information, the
ability to process this information, and a
suf½cient attention span. Currently, secu-
rity technologies provide none of these
requirements. For example, when a pub-
lic key certi½cation is identi½ed as invalid,
the user receives two incomprehensible
hash values for calculation and compari-
son but no information about the source
of the warning or the certi½cate (see Fig-
ure 1). Only the rare mathematical genius
could compare these two values in any
useful way. Yet this is the only informa-
tion presented to the end user to help him
or her determine if the certi½cate should
be trusted.

Is the certi½cate invalid because it is
signed by a university rather than a more
widely recognized corporate provider of
certi½cates? Is it invalid because it ex-
pired yesterday? Or is it signed by a pre-
viously unknown, and therefore likely to
be malicious, party? Is it signed by a lead-
ing certi½cate provider for large corpo-
rate entities, or a rarely used provider
favored by marginally legal organiza-
tions? Certi½cate providers have social
capital and reputations that are well
known by those who read security litera-
ture and manage networks. Experts in the
½eld know that some certi½cate providers
are more trustworthy than others. Good
reputation is a form of social capital, but
unless this is visible to typical users, it
cannot be an effective part of collective
decision-making.

Similarly, isps have widely varying
records for the protection of individuals.
Some isps simply let user computers drop
onto blacklists, never contacting the
owner, while others notify and assist cus-
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tomers whose computers are apparently
infected. There is no place to locate this
information. Individuals as well as orga-
nizations have histories and social capital
on the network. This information exists
and should be made much more widely
available. To paraphrase Attorney Samuel
Warren and Associate Supreme Court
Justice Louis Brandeis,24 that which is
whispered in the halls of North American
Network Operators Group (nanog)25

should be shouted from the rooftops.
Better information monitoring would

allow individuals to know whether their
machines are responsible for spam. Were
this information more readily visible,
neighbors and friends would know, too.
Computer insecurity, were the costs to
others apparent, could become as socially
unacceptable as littering: that is, it would
exist, but to a much less egregious extent.
Given that computer crime is driven by
pro½t more than pride, making insecurity
anomalous rather than ubiquitous may
be adequate to stem the tide. 

Exclusion. For policy-makers’ purposes,
exclusion from a community is perma-
nent. Permanent exclusion requires per-
manent, single identities. Yet exclusion
has long been possible without the costs
and stochastic risks inherent in single iden-
ti½ers. (This consideration complements
the above discussion of stable communi-
ties.) A policy based on single, true names,

in theory implemented by government, is
in no way the best approach. Instead, sta-
ble pseudonyms in speci½c communities
are more than adequate. Social capital re-
quires a social context, and the nation is
too large a context to be workable for any
but the most famous personalities or
dangerous criminals. 

The use of social networks and the ex-
plosion of social communication illustrate
the capacity of those on the network to
implement change through reputation
mechanisms of all levels of openness.
While Facebook consistently alters users’
control of their own pro½les, there has
consistently been a wide range of Face-
book mechanisms that provide user con-
trol. Anyone who has ever “unfriended”
another person has experienced the power
of exclusion on the Internet. Similarly, the
new social network system from Google,
G+, enables more detailed control, with
groups of people in categories such as
“friend,” “acquaintance,” or “family.”

The major functions of security must
include exclusion and control. As noted
above, the most straightforward solution
involves a centralized entity that has the
authority to issue–and therefore revoke
–accounts, enabling access control. Pro-
posals for federated or trusted identities
all follow the same logic: a single identity
will enable access control and ensure
responsible behavior. A similar logic ap-
plied to the recent cancelation of G+
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An Example of Hash Values Provided as a Warning of a Potentially Compromised or False Public
Key Certi½cate



accounts that were not based on names
that Google determined to be adequately
true and real. Others argue that requiring
individuals to use a single identity will
create another tragedy of the commons,
whereby identities are the overused and
underprotected resource. A second line of
objection is social rather than economic:
that is, individuals who would be threat-
ened in employment or communities for
having unpopular views (for example,
feminists in Texas, fundamentalist Chris-
tians in the San Francisco Bay Area) should
be able to speak without their coworkers
and employers knowing. This problem
was dominant in the cancelation of G+
accounts that lacked true names, with
users giving the following reasons for
adopting a pseudonym:

• “I am a high school teacher, privacy is of
the utmost importance.”

• “I publish under my nom de plume, it’s
printed on my business cards, and all 
of the thousands of people I know
through my social networks know me
by my online name.”

• “I have used this name/account in a
work context, my entire family know
this name and my friends know this
name. It enables me to participate on-
line without being subject to harass-
ment that at one point in time lead [sic]
to my employer having to change their
number so that calls could get through.”

• “I do not feel safe using my real name
online as I have had people track me
down from my online presence and
had coworkers invade my private life.”

• “I’ve been stalked.”

• “I’m a rape survivor.”

• “I am a government employee that is
prohibited from using my irl [in real
life].”26

Are global names the price of effective
governance? Or can exclusion exist in
smaller communities? Certainly, the
dual threats of privacy violations and
misuse by (authorized or unauthorized)
parties have not been adequately ad-
dressed by any federated or single-identi-
ty proposal. Another challenge requiring
an Internet-wide or national solution is
that security is a social activity in which
the most malicious participants work to
be the least visible. Identity thieves will
not be hindered by the introduction of a
new identity infrastructure any more
than foxes would be hindered by an
increase in the chicken population. 

Exclusion already exists in Internet
communities. Just as the Internet is the
network of networks, it is the network of
communities. Engineering solutions that
enable governance in small communities
can make a difference in the Internet as a
whole, arguably more ef½ciently and cer-
tainly with better privacy. The Internet
experience is one of physical disconnect-
edness and social connection. For every
highly verbose commenter who weighs
in on a blog post, there are orders of mag-
nitude of more silent readers. The ano-
nymity of the Internet is easily violated,
yet users act as if privacy were protected
by social contracts communicated via
website design.27 These social contracts
could be leveraged with security systems
that address the shared costs of security
and encourage cooperative governance.
Social contracts require exclusion for
those constraints to be both binding and
enabling.

Social contracts such as those enacted
by the users of Facebook existed in the
“real” world long before the Internet
came into being.28 In the real world,
however, individuals can use the visual,
geographical, and tactile information
embedded in physical interactions to
evaluate the safety, competence, and
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trustworthiness of those who control a
physical space. For example, merchants
offering high-quality products can charge
a premium based on reputation and
invest their pro½t in retail spaces that
reflect their wealth and standing. These
cues are not available online because they
have not been integrated into the net-
work–not because they are impossible
to engineer. Blacklisting and blocking are
usable tools in email, on blogs, chat, and
within social networking and recom-
mendation systems. Better engineering
that enables self-organization for pur-
poses other than superior advertising tar-
geting is therefore possible; further, it
may prove less costly and more effective
than a punitive legislative approach. 

Social Norms. Certainly, community
norms can be altered or enforced by cen-
tralized control. In several domains–
for example, online communities such 
as Facebook–information has multiple
stakeholders. Acceptable use of knowl-
edge is determined by implicit social and
explicit corporate policy norms estab-
lished through perceived imagined com-
munities.29 By contrast, current security
technology is based on the mental model
of the security expert who develops
usable security controls for the individ-
ual, informed user. This approach limits
the effectiveness of such controls by dis-
counting both the social context of use30

and the mental model of the end user.31

Considerable research on the creation of
norms has examined the development of
social conventions in different online
communities; material studied ranges
from explicit sexual interactions in Sec-
ond Life (a three-dimensional virtual
world where users can socialize) to pat-
tern sharing through Ravelry (a site for
knitters and crocheters). Norms must be
widely accepted in online communities,
but they need not be perfectly enforced.

Norms that are violated on rare occasions
remain norms, just as the challenges of
cybersecurity are manageable without
flawless enforcement. Actions that sim-
ply are not taken (for instance, there is no
norm against nailing one’s own foot to
the floor) are not suitable for governance
by norms.32 Security controls could en-
able individuals to set their own norms
for interaction. An individual could be
empowered to ½lter and accept different
risks automatically–in terms of liability,
ownership, rights, and acceptable use–
when in different virtual spaces and com-
munities. 

Recent work has examined how to
nudge users toward positive behaviors
through interaction design rather than
with inescapable defaults or tedious re-
minders. Yet even on social networking
sites, these efforts target the isolated user
sharing his or her own information. In
contrast, tools that encourage communal
norms and make those norms visible in a
user-de½ned community can encourage
members of social networks (as discussed
above) to comply with those security and
safety norms. 

Some of the language used to address
computer security may, in fact, discour-
age compliance. Being a “pirate” may
seem desirable by end users because of its
appeal in popular culture. “Zombies” are
imagined as inherently villainous, but
they are also popular (consider the ½lms
Zombieland and Shaun of the Dead). “Phish-
ing” is a purposefully obtuse word, creat-
ed as an inside joke. Such nomenclature
may prompt users to ignore security, or
not to take it seriously. Certainly, the lan-
guage of computer security does not
encourage norms of security adoption–
nor does the “one size ½ts all” approach,
yet security designs assume that interac-
tions and defaults should be uniform for
all people and across the entire browsing
or Internet experience. 
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The term computer security is also deeply
intertwined with the self-interested pro-
tection of copyright holders–to the
detriment of many users. The goal of
policing the individual directly conflicts
with the objective of recruiting the user
to participate in securing cyberspace.
Disentangling these goals through com-
munity involvement, encouragement,
and communication can enable security-
enhancing norms to emerge. Pursuing
these goals through ever-less-functional
devices and more expansive de½nitions
of felonies may effectively choke the
Internet as an engine of American inno-
vation, without ensuring security for the
novice end user. Norms must align with
the interest of the community to be
adopted. Disentangling very different
risks of sharing copyrighted material
without permission or hosting a botnet
that serves organized crime can encour-
age norms of security and digital safety. 

The Role of Government. Security is
in part a good that can be cooperatively
produced. This implies recruiting end
users into the production of security. The
Internet is also a common resource; thus,
security is a component that requires
shared management. The ½ve character-
istics (using the model described above)
of shared management are not obviously
present on the Internet. Although these
½ve characteristics (resource monitoring,
moderate rates of change, social capital,
exclusion, and social norms) are not
available on the global Internet, they cer-
tainly exist in Internet communities. 

The challenge of securing cyberspace
cannot be met without the cooperation
and coordination of the end user, and the
conditions to enable this cooperation
and coordination exist. While the cyber-
security community, in both technical
mechanism design and political dis-
course, has concentrated on large-scale

centralized entities, socially aware secu-
rity engineering can make a profound dif-
ference. Currently, home computer users
who seek to remain safe face a patchwork
of standards and corporate products.
Each user has a unique set of challenges
embedded in geography, health, social
context, service provider, platforms, and
other variables, such as home layout. One
size cannot ½t all, and one user cannot be
expected to face the world alone with no
community support. 

Similarly, with respect to roadways,
water management, and public health,
the behavior of nonprofessional partici-
pants is critical. Not everyone speeds; lit-
tering, smoking, and drinking and driv-
ing were all socially appropriate behav-
iors at one time. These behaviors have
been radically reduced by a combination
of public education and sporadic en-
forcement. Changes in norms, more than
any other factor, have led to positive
change in behaviors. 

Tackling more fundamental engineer-
ing problems is an important ½rst step.
These include the need to build systems
that clearly communicate security guid-
ance to users and offer recovery assis-
tance when a computer is compromised.
Even in the most optimistic theory or
authoritarian regime, individuals cannot
be given effective incentives to accom-
plish tasks beyond their capabilities.
Technology to communicate with and
empower individuals to protect their
own digital assets is sorely needed. Yet
the business models for such technolo-
gies are uncertain, and the interdiscipli-
nary nature of the research is ill suited for
receiving aid from traditional funding
agencies. 

Scholarship in community production
and cooperative research management
can be combined with security engineer-
ing research to create a socially, and thus
technologically, resilient Internet. Re-
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search and exploration into which chal-
lenges are well suited to community-
based production and which require cen-
tralized coordination is critical. Engineers
and institutions can provide decision-
makers with the socially aware technical
tools to empower families, individuals,
and localities to enhance their cybersecu-
rity. Social engineering has enforced top-
down solutions, such as the Trusted Iden-
ti½ers initiative and other designs for
intensive monitoring and control. I am
advocating for a different approach, one

in which engineering courts community
rather than seeking to control it. 

Identi½cation of the potential and ap-
plicability of community production for
cybersecurity at home can make a signi½-
cant contribution to the total social cost
of implementing cybersecurity on a na-
tional scale. Strengthening the network
will require understanding the potential
for citizens to self-govern, with regard 
to the protection of their own home sys-
tems and their personal information and
identity. 
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It is fashionable to decry a growing fragmentation
of political discourse in America.1 Gone are the
days when Americans of all political stripes relied
on a common set of media institutions; liberals
and conservatives no longer read the same books
or watch the same cable tv talk shows. But the best
evidence so far, based on actual reader behavior,
suggests that ideological segregation on the Inter-
net is limited. Those who read conservative web-
sites such as RushLimbaugh.com are more likely
than the average Internet user to visit The New York
Times online as well; similarly, visitors to liberal
websites such as MoveOn.org are more likely than
the average Internet user to visit the Fox News
website, too.2 This phenomenon suggests, perhaps
surprisingly, that for now online news consump-
tion is less homogeneous than political dialogue
within family or friend networks.

What will happen next? Legal scholar Cass Sun-
stein, among others, argues that the Internet will
inevitably make fragmentation worse over time, as

Abstract: Must the Internet promote political fragmentation? Although this is a possible outcome of per-
sonalized online news, we argue that other futures are possible and that thoughtful design could promote
more socially desirable behavior. Research has shown that individuals crave opinion reinforcement more
than they avoid exposure to diverse viewpoints and that, in many situations, hearing the other side is
desirable. We suggest that, equipped with this knowledge, software designers ought to create tools that
encourage and facilitate consumption of diverse news streams, making users, and society, better off. We
propose several techniques to help achieve this goal. One approach focuses on making useful or intriguing
opinion-challenges more accessible. The other centers on nudging people toward diversity by creating
environments that accentuate its bene½ts. Advancing research in this area is critical in the face of increas-
ingly partisan news media, and we believe these strategies can help.



109

R. Kelly
Garrett 
& Paul
Resnick

140 (4)  Fall 2011

ever-narrower, more personalized chan-
nels allow people to see only the news
and opinion stories they want to see.3 For
example, readers can look to the online
magazine Newsmax for a conservative
slant on the news of the day, or to Slate for
a liberal one. Even narrower channels
could increase homogeneity still further.
At the extreme, the news aggregator
Digg.com, which has long selected front-
page articles based on readers’ votes, now
offers a personalized stream of only the
articles a reader’s designated friends have
voted for. The concern is that if readers
choose to follow only like-minded friends,
they may never see articles that challenge
their preexisting opinions. In this essay,
however, we turn the “personalization
leads to fragmentation” claim on its head
by arguing that personalization could
instead be a crucial tool for resisting frag-
mentation.

Individual exposure to opposing view-
points has several societal bene½ts. First,
it increases tolerance for attitudes and
beliefs that differ from one’s own. Sec-
ond, there is a natural tendency for peo-
ple, particularly those in the minority, to
think that their views are shared more
broadly than they actually are.4 Given a
better assessment of the true popularity
of an opinion, individuals may accept the
legitimacy of disagreeable outcomes in
the political sphere rather than concoct
conspiracy theories to explain how their
own will, which they presumed to be in
the majority, was thwarted. Third, broad-
er experience with diverse views may pre-
vent polarization. A long history of exper-
iments has shown that deliberation on an
issue with like-minded people leads to
polarization: that is, everyone tends to
end up with more extreme views than
they started with.5 According to one
explanation for this ½nding, people in
like-minded groups are exposed to argu-
ments on only one side of the issue.6

Thus, selective exposure to exclusively
attitude-reinforcing news and opinion
articles might also lead to opinion shifts
to more extreme positions, which may
make it harder for society to ½nd political
consensus on important issues.

In the past, people could not tailor
news according to their individual pref-
erences. Mass-audience broadcast chan-
nels offered a mix of information that
was not perfectly aligned with any one
person’s views. According to Sunstein,
the social bene½t of exposing everyone to
some challenging opinions is now at risk
in an era of narrowcasting and personal-
ization. In other words, as the Internet
increasingly allows people to limit their
news consumption to that which re-
af½rms their own views, the underlying
conflict between what is good for society
and what individuals will naturally choose
becomes apparent.

The risks associated with narrow chan-
nels and personalization are undeniable.
Even without automated news ½ltering,
millions of Americans have already begun
to sort themselves into partisan audiences
via their use of cable news networks and
ideologically oriented websites. It is a mis-
take, however, to presume that personal-
ization services make further news mar-
ket fragmentation inevitable. The tech-
nology and how people use it are still
malleable; subtle architectural changes
could have far-reaching implications for
future news consumption patterns. 

Our claim is not that technology will
miraculously transform people, convert-
ing closed-minded ideologues into open-
minded deliberators; rather, we argue
that it can nudge individuals slightly in
the direction of exposure to challenging
viewpoints and that most people will pre-
fer news services that provide those
nudges to ones that do not. For example,
news services could prime norms that
promote balanced exposure or could
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make readers aware of how popular other
viewpoints are. Such strategies could
prompt modest increases in people’s
preferences for exposure to challenging
information. Moreover, in many cases
technology need not alter people’s pref-
erences; instead, it may be suf½cient to
better serve their existing preferences. As
we discuss below, considerable evidence
suggests that people gravitate toward
con½rmation without systematically
avoiding challenge. In choosing which
news items to view, factors such as infor-
mativeness and quality often trump view-
point. Further, some people prefer to see
a mix of perspectives, especially when
they anticipate the need to defend their
positions. News services that present the
right challenging items to the right peo-
ple and in the right contexts have the po-
tential to be very successful.

Creating automated, diversity-enhanc-
ing news services that people want to use,
however, will require effort and creativi-
ty. Without thoughtful intervention, per-
sonalized news aggregation services may
not evolve to produce the kind of hetero-
geneous information streams that people
would prefer over homogeneity. For ex-
ample, researchers have made inroads
toward automatically identifying the
political slant of news content.7 If these
identi½cation systems were used naively
to tailor news consumers’ information
environments, mechanically screening
out political information with which they
might disagree, then technology would
directly curtail exposure to counteratti-
tudinal information. Thus, considerable
research and development may be neces-
sary. There is good reason to be hopeful,
though, that such R&D efforts will yield
services that win in the marketplace.

In 1944, Columbia University sociologist
Paul Lazarsfeld and his colleagues at the
Bureau for Social Research published The

People’s Choice, a landmark work based on
research conducted in Erie County, Penn-
sylvania, examining voters’ activities and
attitudes in the lead-up to a presidential
election. In the book, which helped lay
the foundations of modern political com-
munication scholarship, the authors ob-
serve that “people select their exposure
along the line of their political predispo-
sition.”8 This simple claim set the stage for
a robust debate that continues to this day.

Selective exposure is premised on what
social psychologist Leon Festinger termed
cognitive dissonance, the negative arousal
that individuals experience when they
encounter anything suggesting that a
prior decision has undesirable implica-
tions.9 For example, voters might experi-
ence dissonance upon learning that their
preferred candidate in an election has
behaved unethically because this knowl-
edge raises questions about their judg-
ment. Given that dissonance is unpleas-
ant, individuals tend to avoid it or miti-
gate its effects. One strategy for doing so
is to discriminate among different types
of information based on one’s attitudes
or opinions, seeking information that
con½rms prior decisions (con½rmation
bias) or avoiding discon½rming informa-
tion (defensive avoidance). 

A half-century of research predating
the widespread adoption of the Internet,
however, suggests that selective exposure
has only a modest influence on individu-
als’ political information diet.10 Political
attitudes are only one of many factors
that influence news consumption, and
that influence is relatively modest. Gen-
eral political interest, issue relevance,
and information utility often play bigger
roles in shaping media exposure. Fur-
thermore, although individuals frequent-
ly exhibit a preference for proattitudinal
information, there is very little evidence
that they avoid counterattitudinal infor-
mation.11 These results suggest that selec-
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tive exposure is actually the product of
two distinct preferences: an attraction to
proattitudinal information paired with a
much weaker aversion to counterattitu-
dinal information. This is the context in
which concerns about Internet-induced
political fragmentation emerged. 

Cass Sunstein was among the ½rst to
decry the threat the Internet poses to
democracy. In Republic.com, he presents a
compelling vision of how people might
use their newfound ability to ½lter politi-
cal information online, arguing that frag-
mentation is the most likely result. To
support his claim, Sunstein points to a
tendency among political websites to
link almost exclusively to other websites
that share their political orientation, and
he examines the consequence of this
behavior through the lens of group polar-
ization. In contrast to prior scholarship
on the topic of selective exposure, how-
ever, he asserts that, given the opportuni-
ty, people will systematically screen out
information and opinions with which
they disagree. In the same year that Sun-
stein’s book was published, political sci-
entists Diana Mutz and Paul Martin
released an article offering a similar con-
clusion.12 Using cross-national survey
data and exploiting exogenous variation
in the available news sources in different
media markets, the authors demonstrate
that the more choice people have in their
information environments, the more like-
ly they are to be exposed to proattitudinal
instead of counterattitudinal informa-
tion. Observing that choice abounds on-
line, the authors warn that increasing re-
liance on the medium could pose a threat
to healthy political deliberation. 

These claims inspired a new generation
of selective exposure research. Network
scientists Lada Adamic and Natalie
Glance provide a thorough analysis of
claims Sunstein made about blog-linking
patterns, con½rming that bloggers dis-

proportionately link to posts and web-
sites that support their viewpoints.13

Survey data collected during the 2004
election demonstrate that conservative
Republicans and liberal Democrats differ
in their media preferences.14 Conserva-
tives are more likely than liberals to use
conservative outlets across a variety of
media, including newspapers, radio, tele-
vision, and the Web. Likewise, liberals
show a stronger preference than conser-
vatives for liberal outlets. Experiments
con½rm that when faced with a choice
between proattitudinal and counteratti-
tudinal messages, most individuals choose
the former.15 The results of this recent
wave of research can have one of two
meanings for selective exposure in the
Internet era. One possibility is that
changes in the media landscape precipi-
tated by new technology have altered the
mechanisms underlying the phenome-
non, thereby promoting both con½rma-
tion bias and defensive avoidance. Politi-
cal scientists Lance Bennett and Shanto
Iyengar make an argument along these
lines, suggesting that changes in the
media are producing information “stra-
tamentation,” in which politically disin-
terested individuals simply tune out
while the politically involved grow more
isolated. As a consequence, the authors
predict, few people will ever engage with
counterattitudinal information.16 The
alternative explanation, which we ad-
vance here, is that the results are driven
primarily by con½rmation bias. 

When individuals choose between
proattitudinal and counterattitudinal
content, as they have in the studies de-
scribed above, we cannot know whether
they are motivated by con½rmation bias,
defensive avoidance, or both. Although it
seems reasonable to assume that people
will avoid content they consider to be
dangerous or offensive, recent empirical
work indicates that people tend to look
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for proattitudinal information without
systematically screening out other per-
spectives. Following the work of Sun-
stein and Adamic and Glance, communi-
cations scholar Eszter Hargittai and her
colleagues offer a nuanced assessment of
cross-ideological discussion on political
blogs.17 Consistent with prior research,
they observe that both conservative and
liberal bloggers are more likely to link to
other like-minded blogs. But they also
½nd that links to blogs of the opposing
ideology are pervasive. Survey data col-
lected during the 2004 U.S. presidential
election show that greater reliance on
online news sources promotes familiarity
with proattitudinal information without
a corresponding decline in counterattitu-
dinal information.18 A 2005 study exam-
ining consumers’ perceptions and use of
online political content ½nds that the
more proattitudinal information a news
story contains, the more likely the indi-
vidual is to view it; however, the presence
of counterattitudinal information does
not have a statistically signi½cant influ-
ence on selection.19

Perhaps most relevant to the objective
of promoting exposure to diverse views is
the insight that people differ in their pref-
erences for homogeneous versus diverse
streams of news. For example, about one-
quarter of participants in an online exper-
iment volunteered, without being asked
directly, their preference for ideological
heterogeneity in the news; consistent with
that claim, when an automated news rec-
ommendation system presented them
with various combinations of liberal and
conservative news items on different
days, they reported higher satisfaction
with more diverse sets.20 National survey
data reveal that about one-third of parti-
san online news consumers (those who
use political blogs or explicitly ideologi-
cal news outlets) rely on both supporting
and opposing partisan outlets.21

Precisely which factors contribute to
these preferences remains an open ques-
tion. Other studies show that when
forced to choose between pro- and coun-
terattitudinal information, increasing
attitude accessibility, attitude impor-
tance, and political interest promote
counterattitudinal information expo-
sure.22 Attitude certainty and defensive
con½dence–that is, certainty in one’s
ability to justify and maintain a set of
beliefs in the face of counterargument
–also increase individuals’ willingness to
engage with counterattitudinal informa-
tion.23 A growing body of research sug-
gests that an individual’s ideology may
play a role as well. Data from experi-
ments indicate that conservatives tend to
explore the information environment
less thoroughly than individuals holding
other ideologies because they more
quickly learn to avoid harmful or costly
encounters.24 Similarly, several studies
suggest that conservatives tend to be less
tolerant of ambiguity or uncertainty and
have a higher need for closure than liber-
als.25 This is not to say that all conserva-
tives will engage in strategies of avoid-
ance or that all liberals will seek other
perspectives; the results merely show
that, on average, those inclinations tend
to fall along ideological lines. 

Furthermore, exposure preferences are
highly contingent on social context.
Indeed, several factors promote attention
to other perspectives. Notably, decision
anxiety can make counterattitudinal
information especially desirable when it
is expected to be useful, as when one
must defend a position.26 Yet individual
anxiety, or threat, can produce the oppo-
site effect within some groups. Individu-
als holding more authoritarian views
have a greater aversion to counterattitu-
dinal information the more threatened
they feel.27 Information scarcity also 
promotes selective exposure: that is, indi-
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viduals are more likely to prioritize pro-
attitudinal over counterattitudinal infor-
mation when their opportunities to gath-
er information are limited; but proattitu-
dinal preference weakens when informa-
tion is more abundant.28

In sum, several decades of research
have shed considerable light on the selec-
tive exposure phenomenon. People’s
attitudes certainly influence their expo-
sure to political information, which has
implications for how they use the high
levels of choice afforded by the Internet.
Political viewpoint, however, is only one
of a number of factors that shape expo-
sure decisions, and its influence is mod-
est. Furthermore, it is an error to assert
that people consistently prefer homoge-
neous news streams. Strong evidence
shows that con½rmation bias is the dom-
inant form of selective exposure; defen-
sive avoidance has relatively little effect
despite changes in the media environ-
ment. In other words, people have a psy-
chological preference for proattitudinal
information without a corresponding
aversion to counterattitudinal informa-
tion. Most important, there are numer-
ous individual and contextual factors
that lead people to favor counterattitudi-
nal information in particular settings. 

The above discussion brings us back to
the question of personalization. If people
had access to the news streams they most
desire, those streams often would include
some information that challenges their
preexisting opinions. However, an ideo-
logically segmented news environment
–exempli½ed by the cable tv news mar-
ket today–encourages consumers to
construct relatively homogeneous news
streams.29 In a world of many narrow
partisan channels, people must choose
between sources offering either proatti-
tudinal or counterattitudinal information
because a source offering both is not an

option. Faced with this choice, most will
choose the proattitudinal source. Al-
though some individuals will make this
choice because they deem the alterna-
tives to be offensive or dangerous, it is
more often an unintended consequence
of con½rmation bias in an environment
with limited options. That is, in most
cases people exclude opposition channels
not out of aversion to other opinions but
because they offer less bene½t than pro-
attitudinal channels. This choice environ-
ment comes at a price for the individuals,
who would ½nd certain diverse news
streams to be more satisfying, and for
society at large, which bene½ts from a
well-informed and tolerant public.

In principle, personalized news aggre-
gators should resolve this problem. Auto-
mated personalization services track sto-
ries that individuals liked in the past and
use that information to identify and rec-
ommend “similar” items going forward.
People can explicitly mark the items they
like, or a program can make automated in-
ferences based on which items they choose
to view and for how long. If people truly
prefer some challenging articles mixed in
with proattitudinal information, the sys-
tem should “learn” that preference.

Personalization technologies that pro-
duce desirably diverse news streams may
not emerge naturally. The problem is that
unsophisticated interpretations of what
constitutes similarity can lead to homo-
geneous collections. For example, if sim-
ilarity means that two items cover the
same topic, then someone who initially
reads a few stories about football might
end up with all stories about football and
miss the excitement of the Tour de
France. If it means that items are “liked”
by people whose ratings tend to match
one’s own, as in the recommender sys-
tems of Netflix or Amazon, then liberals
might only see stories liked by other lib-
erals. More sophisticated notions of sim-
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ilarity are required. For example, if some-
one reads and likes an article that pre-
sents new evidence and argues logically
in favor of a particular position, similar
articles might include those that present
new evidence on any topic, those that are
argued logically, those that take a particu-
lar position, or any combination thereof.
In addition, people may favor collections
of items that cannot be reduced to their
preferences for individual items. A chal-
lenging article may be desirable only if
accompanied by a supporting one on the
same topic. A reader might ½nd a single
challenging item interesting and infor-
mative but be annoyed to encounter
more than one.

There are three ways that personalized
information services could be designed
to give people challenging information
they would like to have access to but
might not otherwise get. One is to pro-
vide only high-quality challenging items.
A second is to provide challenging infor-
mation only in the context of speci½c
topics of interest. The third is to reduce
the cognitive dissonance associated with
challenging information by making it
easy for people to access counterargu-
ments that support their views whenever
they are exposed to these challenges.30

Making intriguing counterattitudinal
information more accessible could sig-
ni½cantly enhance the level of diversity
in people’s media exposure choices. Sup-
pose, for example, that an individual’s
rating of an item depended on two ele-
ments: a reinforcement score measuring
how well the item matched his or her pre-
existing opinions and a quality score
measuring other attributes such as good
writing, humor, and novelty. A reader who
generally favors reinforcement may pre-
fer a high-quality, non-reinforcing item
to a reinforcing item of much lower qual-
ity. Imagine reading the user-contributed
comments accompanying a newspaper

op-ed. Individuals might enjoy reading
the sloganeering responses they agree
with as well as the thoughtful ones. If
forced to read the sloganeering responses
from commenters they disagree with,
however, they might be turned off suf-
½ciently to stop reading the comments
altogether. But what if they could read
only the thoughtful opposing comments?
For many people, challenging yet insight-
ful remarks would merit some attention,
and might even be more attractive than
the less-thoughtful agreeable responses.

This scenario is not as far-fetched as it
might seem. The website Slashdot.org
already allows users to tag comments as
“insightful” or “humorous,” for exam-
ple. Readers can convert those tags into
scores and hide comments with scores
below certain thresholds. Similarly,
Digg.com posts user ratings of individual
comments. News services that tracked
users’ political positions, whether self-
identi½ed or automatically estimated
based on responses to previous items,
might be able to determine whether a
particular user would agree or disagree
with various comments, setting a higher
score threshold for disagreeable com-
ments than agreeable ones. The net effect
would be to show each person more
agreeable than challenging comments,
but to expose everyone to some challeng-
ing comments nonetheless. It is at least
plausible to assume that individuals
would prefer this combination to either a
service with only agreeable comments or
one with the same quality threshold for
agreeable and disagreeable comments.
The technique might also be used to ½lter
other types of political content, such as
op-ed pages or news analyses.

Determining which challenging items
most interest individuals will require
considerable experimentation. Selection
based on attitude-independent quality
metrics, as suggested above, is just one
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possibility. In other contexts, it may be
interesting to track items that are most
popular among the opposition. Yet anoth-
er intriguing option would be to highlight
items that have attracted “strange bedfel-
lows,” those that are liked by two clusters
of people who do not usually agree with
each other. As we develop technologies to
select news and opinion items as well as
reader comments based on these and
similar criteria, the most agreeable meth-
od of selecting disagreeable items may
become clear.

A second approach is to provide access
to challenging information only when
people are most curious about and open
to it. Research has shown that interest
and personal relevance trump ideology 
in the search for political information.
Imagine a service that tracks a user’s
reading behavior over time. When it
detects interest in a topic (for example,
reading a news article to completion
rather than just scanning the ½rst para-
graph), especially a topic the user has not
explored recently, the service might sug-
gest topically relevant items representing
alternative viewpoints. The technology
to cluster news articles by topic already
exists. (Google News, for example, offers
a single headline and summary story,
then lists others sources with more in-
depth articles on the same topic.) Various
experimental techniques have been de-
veloped for automatically clustering items
based on political viewpoints. In one in-
triguing study, Korean researchers found
that grouping articles on the same topic
into separate opinion clusters led readers
to explore more diverse viewpoints.31

A third approach is to provide chal-
lenging information along with support-
ing information. Cognitive dissonance
theory, the basis for predictions of selec-
tive exposure, tells us that viewing coun-
terattitudinal information can produce
negative emotions if the exposure leads

the viewer to feel badly about a prior
decision. The more con½dent people are
in the reasonableness of their opinions,
the less threatening counterarguments
will appear. To boost reader con½dence,
information services could make it easier
to ½nd proattitudinal information fol-
lowing counterattitudinal exposure. If
users could easily navigate from articles
containing challenging information to
opinion-reinforcing items–ideally, items
that respond directly to the arguments in
the challenging piece–these reminders
of the evidence supporting a prior deci-
sion may reassure individuals of their
correctness when confronted with coun-
terarguments. Alternatively, it may serve
as a face-saving opportunity for individu-
als who are moved to reconsider their
position by demonstrating that they are
not alone in their beliefs. Admitting to an
error is easier when others have made the
same mistake. Either way, this feature
would reduce the cognitive dissonance of
challenging information so that people
feel safer exploring. As described above,
another approach would augment a
stream of like-minded news items with
the periodic inclusion of the “best” of the
other side, giving individuals both great-
er opportunity and fewer disincentives 
to explore challenges to their opinion.
Remembering the justi½cation for one’s
position creates attitude certainty, which
increases people’s willingness to engage
counterattitudinal information without
precluding the possibility of attitude
change.

In addition to helping people ½nd the
challenging information they want on
the occasions they want it, innovative
technologies can also provide subtle
nudges that encourage people to seek out
more challenging information. Experi-
mental research has consistently demon-
strated that exposure to other viewpoints
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is highest when individuals have the
most to gain from it. When individuals
are warned that they will need to defend
or justify their positions, they are more
likely to seek out counterattitudinal infor-
mation, a tendency that becomes more
pronounced as decision anxiety increas-
es. The higher the cost of being wrong or
uninformed, the more effort people put
into verifying the accuracy of their posi-
tions (so long as they still have the oppor-
tunity to act on the new information).
Thus, one way to make other perspec-
tives more attractive to news consumers
is to provide information about the prev-
alence of different opinions on an issue.
The realization that one’s opinion is not
widely shared can increase the value of
exploring alternatives because it creates
awareness of the need to defend that
opinion to others in discussion or to jus-
tify it to oneself. This approach could be
an effective motivator among those
whose views are in the majority as well.
Realizing that one’s opinion is shared by
many should reduce the costs of explor-
ing alternatives: as noted above, attitude
certainty makes exposure to counteratti-
tudinal information feel safer. Although
it is not clear exactly how a news and
opinion aggregation service could inte-
grate polling and reader feedback infor-
mation into its displays of news articles,
this is an area that seems ripe for experi-
mentation.

Another way to nudge people toward
consuming challenging information is to
accentuate the bene½ts to self-image that
accrue from engaging in counterattitudi-
nal exposure. Most people believe that
exposure to a range of political opinions
is a good thing. People tune in to political
debates and talk shows that highlight
opposing perspectives.32 Individuals at
both ends of the political spectrum are
unhappy with news media that they per-
ceive to be partisan, and a majority of

Americans say they prefer political news
sources that do not advocate a particular
point of view.33 Diversity has even been
shown to influence perceptions of credi-
bility in some contexts. For example,
when people assess the quality of an
unfamiliar online information source,
they typically rely on cognitive heuris-
tics, mental shortcuts that allow them to
decide whether to trust the content. One
important heuristic concerns the diversi-
ty of views included. A source that offers
only one point of view–that is, one
whose contributors are all in agreement
–is considered less credible, meaning
that readers are less likely to trust it.34 By
extension, this ½nding suggests that po-
litical sources explicitly advocating one
position without considering others, and
without allowing room for dissent, are
likely to be viewed skeptically by many.

Normative expectations about diverse
exposure apply to consumers as well as
producers. In his commencement ad-
dress at the University of Michigan in
2010, President Obama asked graduates,
“How will you keep our democracy
going?” Part of the answer, he said, was
to “actively seek out information that
challenges our assumptions and our
beliefs.” A quick perusal of online com-
ments from conservative readers of USA
Today and Wall Street Journal articles about
the speech con½rms the normative status
of the message (even though many com-
mentators argued that the messenger was
hypocritical for delivering it).

For those who accept that attention to
other perspectives is normative, user
interfaces can be developed to prime in-
dividuals to think about this expectation
when they approach the news. For exam-
ple, we are launching an experiment that
adds a simple feedback mechanism to a
news aggregator, providing feedback on
how many red (conservative) and blue
(liberal) articles the user has read recent-
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ly.35 Called “Balance,” the tool is designed
to encourage exposure to challenging
viewpoints: it features a cartoon ½gure
walking a tightrope; if a user’s recent read-
ing history is out of balance, the tightrope
walker leans precariously to one side. 

More research is needed to fully under-
stand how best to prime normative ex-
pectations for diverse news gathering,
but other intriguing possibilities have
been identi½ed. For example, scholars
have observed that ideology influences
individuals’ responses to persuasive mes-
sages. Whereas a “bene½ts” frame effec-
tively motivates liberals, a “loss” frame is
more successful among conservatives.
Thus, stating that “balance will produce
better decisions and is good for society”
might move liberals to act, while “if you
don’t know what the other side is saying,
you won’t be able to refute their argu-
ments” may be a more effective nudge for
conservatives.36

Social comparisons can further lever-
age the desire to conform to the norm of
balance. For example, informing people
when their viewing histories are less bal-
anced than other users’ may trigger a
desire to catch up. For some subset of the
population, the tracking idea can be
taken further and turned into a game 
in which users compete to accumulate
points. Just as Internet-based diet and
exercise trackers have turned self-
improvement into a competitive game
and the mobile application Foursquare
has had the same effect on regular atten-
dance at favorite bars and restaurants, a
“challenge yourself” application could
allow people to earn points for reading
challenging information or talking about
politics with people they do not know. 

We disagree with critics who argue
that the Internet inevitably threatens
diverse exposure and that society will
suffer as a consequence. This outcome is

just one of many possibilities. Indeed, we
think that these technologies could ex-
pose people to a combination of news
and opinion pieces that, if selected and
presented well, would expand the diver-
sity of the information they receive. The
danger will come not from an inherent
human desire to ½lter out other view-
points; con½rmatory information is at-
tractive, but not to the exclusion of
everything else. Instead, the threat will
come from narrow channels and crude
personalization techniques that fail to
meet people’s true preferences. 

We have articulated a number of prom-
ising directions for research and develop-
ment of more sophisticated personaliza-
tion techniques that could potentially
increase the bene½ts of diverse exposure
and help people assemble and access
challenging information they will be
interested in and receptive to. These
strategies include presenting challenging
information only if it exceeds a high bar
on criteria such as quality and relevance;
offering challenging information along-
side con½rmatory information; provid-
ing an opposing view only when people
are most open to it; informing people
about the prevalence of challenging opin-
ions; and reinforcing the norm of bal-
anced exposure. More sophisticated per-
sonalization services based on these
approaches could promote more diverse
exposure despite the (re)emergence of
partisan news media. 
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From the Greek agora to the Habermasian public
sphere, the public commons is a space, open to all
citizens, where political discourse and contestation
take place; where citizens gather to discuss and
possibly influence public policy; where they in-
form each other about relevant facts and share and
debate their preferences. In the ideal commons,
discussion is open and civil and essential to democ-
racy. The public commons takes many forms, rang-
ing from small-scale gatherings in a town meeting
to national election campaigns that engage mil-
lions. The Internet has added a new commons, a
virtual space for citizen communication. The novel
properties of the Internet raise many questions: Is
the political information on the Internet accurate?
Does the Internet encourage understanding among
those with different views? Does it create commu-
nity? In short, what does it mean for democracy?

We are concerned not so much with the nature
and quality of the discourse taking place in the In-
ternet commons as with who participates in that dis-
course. In its earliest incarnation, the Greek agora,
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Abstract: Using an August 2008 representative survey of Americans conducted by the Pew Internet &
American Life Project, we investigate the consequences of Internet-based political activity for long-stand-
ing patterns of participatory inequality. There is little evidence of change in the extent to which political
participation is strati½ed by socioeconomic status, even when we account for the fact that the well edu-
cated and affluent are more likely to be Internet users. However, because young adults are much more
likely than their elders to be comfortable with electronic technologies and to use the Internet, the Web has
ameliorated the well-known participatory de½cit among those who have recently joined the electorate.
Still, among Internet users, the young are not especially politically active. How these trends play out in the
future depends on what happens to the current Web-savvy younger generation and the cohorts that fol-
low as well as on the rapidly developing political capacities of the Web.



the commons was open only to a limited
set of Athenians. Similarly, for much of
our history, full participation in the Amer-
ican political commons was denied to
many–in particular, women and African
Americans. Although access is more near-
ly universal now, many are excluded by
their youth, incarceration, or immigrant
status, and still others take little or no
part. More speci½cally, our question is
whether–compared to traditional, pre-
Internet modes of expression of citizen
political voice–the virtual commons on
the Internet makes opportunities for pub-
lic discourse more egalitarian in terms of
who takes part. 

The Internet has generated a great deal
of discussion about its consequences 
for democratic equality. Observers have
claimed that “[t]he Internet changes
everything,”1 that it functions as “the great
equalizer”2 and as “our last, best chance
to rekindle the great American dream.”3

According to some commentators, the
Internet permits ordinary citizens to short-
circuit political elites and deal directly
with one another and with public of½-
cials; to encourage deliberation, enhance
trust, and create community4; and–of
special concern to us–to facilitate polit-
ical participation. 

The following example, one of many
that could be culled from the press, illus-
trates the Internet’s promise in creating
networks for organized political action.
The Help America Vote Act, passed in
response to the irregularities associated
with the 2000 election, resulted in the
replacement of old-fashioned punch card
and lever voting systems with optical
scan and Direct Record Electronic (dre)
systems. Then, beginning in 2003, an
Internet-based movement among com-
puter scientists led to questions about the
security of electronic voting systems and
potential for electronic corruption of
dres. Skeptics established websites about

the issue and then moved into more tra-
ditional forms of advocacy in opposition
to paperless electronic systems. By 2007,
twenty-seven states had adopted provi-
sions mandating a paper trail.5 This story,
a textbook example of a jointly concerned
group of citizens working together to have
an impact on government, has been used
as evidence of the positive consequences
of the Internet for democracy. 

Most political scientists who study the
impact of the Internet on politics have
been cautious in their assessments of its
implications. According to one such per-
spective, “[F]ar from revolutionizing the
conduct of politics and civic affairs in the
real world . . . the Internet tends to reflect
and reinforce the patterns of behavior of
that world” and constitutes “politics as
usual conducted mostly by familiar par-
ties, candidates, interest groups, and news
media.”6 In fact, what is known about
political participation renders the politi-
cal success of what began as an Internet-
based movement among computer pro-
fessionals as not fully unexpected. While
computer nerds have hardly been the
most active group in American politics,
they have characteristics–in particular,
high levels of education–that predispose
them to take part in politics should the
occasion arise. Not all citizens bring such
advantages to political participation on
the Internet.

Our interest in studying the role of the
Internet in the democratic functioning of
the commons grows out of our long-term
concern with the issue of political equali-
ty: the ideal–though not the reality–of
equal voice for each citizen in political
matters.7 Citizens in American democra-
cy who wish to have an impact on politics
can choose from a variety of options for
exercising political voice; they can act on
their own, with others, or in formal or-
ganizations. Working individually or col-
lectively, they can communicate their con-
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cerns and opinions to policy-makers in
order to have a direct effect on public pol-
icy, or they can attempt to affect policy
indirectly by influencing electoral out-
comes. They can donate their time or their
money. They can use conventional tech-
niques or protest tactics. They can work
locally or nationally. They can even have
political input as the unintended by-
product when, for reasons entirely out-
side politics, they af½liate with an orga-
nization or institution that is politically
active. Through their political activity, cit-
izens communicate information to pub-
lic of½cials about their political opinions
and priorities and generate pressure on
public of½cials to pay attention. 

One of the basic principles of democra-
cy is the equal consideration by the gov-
ernment of the preferences, concerns, and
needs of all citizens. The ideal of equal
political voice embodied in the principle
of “one person, one vote” is never fully
achieved in any democracy, but the devi-
ation from political equality is larger in
the United States than in other developed
democracies.8

Political voice is strati½ed on many
bases, including income and education,
race or ethnicity, age, and gender. Our
focus is on socioeconomic status (ses),
the advantage or disadvantage (based on
a combination of income and education)
that underlies many forms of inequality
in American society. In our investigations,
we have been struck by the power and
durability of ses-based inequalities in po-
litical voice.9 Not only are participatory
inequalities deeply rooted in American
institutions and practices but they are
persistent, dating back at least the half-
century for which we have systematic evi-
dence and presumably longer. 

Our past work has demonstrated the
multiple ways that ses is associated with
various kinds of political activity.10 Those
who are affluent and, especially, well edu-

cated are in many ways more likely to be
motivated and able to take part in poli-
tics. They are, for example, more likely to
be politically interested and informed; to
think that they can make a difference if
they take part; to have the kinds of jobs
that develop the communications and or-
ganizational skills that facilitate activity
in politics; to be actively engaged in reli-
gious institutions and nonpolitical orga-
nizations and, thus, to have further oppor-
tunities to develop such civic skills and
greater exposure to a variety of political
cues; to have the ½nancial wherewithal 
to make contributions to campaigns and
other political causes; to be located in the
social networks through which requests
for political activity are mediated; and to
be asked by others to take part. In sum, all
the factors that foster political participa-
tion have roots in socioeconomic circum-
stances.

We were, thus, concerned as to whether
the Internet–which has been so transfor-
mative in many other ways–might have
the effect of promoting equal citizen voice
in politics. In this essay, we draw on a
large-scale study of political behavior to
assess the impact that opportunities for
online political participation have on the
strati½cation of political voice.11 The sur-
vey, which was conducted during the pres-
idential campaign in August 2008, pro-
vides a unique opportunity to consider
whether online political activity–includ-
ing newer forms of online activity on blogs
and social networking sites–has the pos-
sibility of remedying the inequalities of
political voice so characteristic of tradi-
tional, offline participation. Does the In-
ternet bring new people into politics?
Even if the Internet is effective in gener-
ating political participation, do the activ-
ists simply duplicate the participatory
inequalities among offline participants?
Or is the Internet bringing new kinds of
people into political activity?
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We must caution at the outset that, in
common with all studies of the impact of
the Internet on some aspect of democrat-
ic politics, we are dealing with a phenom-
enon that is very much a moving target
–a technology that is, according to polit-
ical scientist Matthew Hindman, “in its
adolescence.”12 In view of our focus on
inequalities in political participation, a
second possible objection–that the sur-
vey on which we rely was conducted at a
particular point during the campaign, in
August 2008, after the parties had select-
ed their presidential candidates but before
the candidates had been of½cially nomi-
nated and before the campaign was in its
½nal autumn sprint–might, in fact, not
be cause for concern. The 2008 presiden-
tial campaign had unusual characteristics,
including signi½cant activity by younger
adults and a candidate who made self-
conscious efforts to incorporate the Inter-
net into his campaign. However, Obama’s
experience as a community organizer
and his obvious appeal to the young and
to persons of color could imply that this
August 2008 survey more likely under-
states rather than overstates the extent 
of class- and age-based participatory in-
equalities. 

In many ways, the Internet makes it eas-
ier to be active in politics. The Internet
contains a wealth of political informa-
tion: from the press, government of½ces,
public of½cials, and interest organizations.
Many kinds of political activity are faster
and more ef½cient online. Making politi-
cal contributions requires a credit card but
neither envelope nor stamp. It is possible
to contact large numbers of people quick-
ly and cheaply with a persuasive message
or a request to sign a petition, attend a pro-
test, or take some political action. These
capacities of the Internet have the poten-
tial to increase the numbers of political
activists.13 Our concern, however, is not

with the consequence of the Internet on
the amount of citizen activity, but with the
equality of citizen voice. Even if it were
unambiguous that Internet use increases
political participation, a higher level of
political participation does not necessar-
ily imply a less unequal distribution of
political activity. While we often associ-
ate the use of the Internet as a tool of cit-
izen activation with emergent groups and
underdog candidates operating on a shoe-
string, such use is now common among
established as well as emergent interests.
In short, if any increase in political par-
ticipation derives from the same people,
or the same kinds of people, who are al-
ready active, then a possible consequence
of the process is to replicate or even exac-
erbate existing political inequalities.14

For more than a decade, social observers
have been concerned that the “digital di-
vide” is leaving behind a substantial por-
tion of the public–with implications for
equal opportunity in economic life and
equal voice in political life. Although the
metaphor of the digital divide originally
referred to lack of hardware access and
suggested a chasm separating cyber haves
from the cyber have-nots, it is more ap-
propriate to think of a continuum rang-
ing from, at one end, those who have no
Internet access or experience to those, at
the other, who have broadband access at
home, use the Internet frequently, and are
comfortable with a variety of online tech-
niques.15 Using the Internet to learn
about politics and to be politically active
requires not simply access to hardware
but an array of skills: the capacity both 
to operate the computer and to seek and
understand political information on the
Web.16 But what is critical for our con-
cern with participatory inequalities is not
simply that some Americans have been
left out of the technological advances of re-
cent decades but that the contours of the
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digital divide hew so closely to the socio-
economic strati½cation that is charac-
teristic of political activity in the United
States.17

Data from the 2008 Pew Internet &
American Life survey that provide the ba-
sis for our analysis con½rm the uneven-
ness in access to the Internet. Reflecting
patterns that have emerged from earlier
studies, these data show that the attri-
butes associated with access to hardware
are in many ways familiar ones that, in
important respects, track the socioeco-
nomic class strati½cation that has such
powerful implications for equal political
participation.18 Roughly half of those in
the lowest income category (family in-
comes below $20,000 in 2007) are online;
that is, they send or receive email or oth-
erwise use the Internet at least occasion-
ally. In contrast, at least occasional Inter-
net or email use is nearly universal among
those in the highest income category
(family incomes of $150,000 or more in
2007). Similarly, only 38 percent of those
who did not graduate from high school,
compared to 95 percent of those with at
least some graduate education, are online.

In terms of the Internet’s political ca-
pacities for providing opportunities for
participation, access to information, and
requests for activity, there is a difference
between having Internet access at home
and elsewhere–say, at work or the local
library. In addition, even for those with
Internet at home, there is a difference
between dial-up and broadband access.
The Pew data indicate that in 2008, three-
quarters of those who were online–or
56.5 percent of all respondents–had high-
speed Internet at home. Once again, there
is a sharp socioeconomic gradient: 30 per-
cent of those in households with annual
incomes below $20,000, compared to 88
percent in households with annual in-
comes above $150,000, reported having
high-speed Internet access at home; the

analogous ½gures for education are 22
percent for respondents who did not
½nish high school, as opposed to 81 per-
cent for those with education beyond col-
lege. If we assume, not unreasonably, that
a high-speed connection at home is an
important resource for political engage-
ment, it is interesting to note that those
in the top quintile of ses are four times as
likely as those in the bottom quintile to
have such a connection.19

Beyond access to and skillful use of the
Internet is the inclination to use it for po-
litical purposes. The overwhelming share
of Internet use is for nonpolitical activi-
ties that range from ½nding directions to
viewing pornography to keeping up with
others via a social networking site. Stud-
ies of political participation make clear
that the predisposition to devote leisure
time–that is, time not spoken for by ob-
ligations at home, school, or work–to
political activity is structured by both age
and ses. We were suspicious that, beyond
the demographic bias in access to hard-
ware, online political participation might
not function to rede½ne the kinds of peo-
ple who are active politically but might in-
stead reproduce the widely acknowledged
strati½cation in offline participation.20

The 2008 Pew survey provides a unique
opportunity to investigate whether polit-
ical participation on the Internet over-
comes the representational biases that
have long been observed as characteriz-
ing offline political activity. The survey
asked about a series of political activities.
Five of these can be performed either on-
line or offline: contacting a national, state,
or local government of½cial; signing a
petition; sending a “letter to the editor”
to a newspaper or magazine; communi-
cating with fellow members of a political
or community group; and making a polit-
ical contribution. We constructed two ac-
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tivity scales measuring either online or
offline activity in the counterpart acts.21

Figure 1 presents data about the per-
centage of citizens, divided into ½ve groups
based on ses, who engage in at least one
participatory act offline and the percent-
age who engage in at least one act online.
The top line shows the proportion who
undertake at least one of the ½ve activi-
ties offline, the bottom line the proportion
who undertake at least one online. Across
the ½ve ses quintiles, offline activity is
more frequent than online activity. But
more relevant to our concern is the fact
that there is a steep slope upward regard-
less of whether the activity is offline or
online. What is more, the gap between
the bottom and top socioeconomic cate-
gories is greater for online than for off-
line paricipation. Clearly, whether polit-
ical activity is traditional or Internet-
based, it rises sharply with ses.

The middle line on Figure 1 shows the
proportion engaging in at least one of the
½ve online political activities among Web
users, that is, those who use the Internet
or email at least occasionally. The upward
slope of the line for online activity among
those with Internet access makes clear an
important point: lack of access is only
part of the story of the ses structuring 
of online political activity. Even omitting
those who are not online and considering
only those who use the Internet or email,
we see a strong association between po-
litical participation and ses. Note also that
the difference in activity between Internet
users and those not connected is visible
at the bottom of the ses scale and disap-
pears at the top, indicating the double
barrier to those with low ses. While lack
of access to the Internet obviously makes
their online political activity impossible,
those who lack Internet access would not
necessarily use it for political activity if
they were to get connected. Still, the dig-
ital divide presumably depresses levels of

online political activity for those at the
lower end of the ses ladder. In contrast,
at the upper end, where Internet use is
nearly universal, the level of online ac-
tivity is not affected by lack of access to
hardware. Thus, far from acting as a great
equalizer, the possibility of political ac-
tivity on the Internet reproduces long-
standing patterns of ses strati½cation not
only because the digital divide has an ses

component but because the ses-disadvan-
taged among those online are not using
the Internet for political participation. 

Because making political contributions
is the form of political activity most obvi-
ously dependent on access to ½nancial re-
sources–which are distributed unequally
across citizens–and because a great deal
of attention has been paid to the success
of some candidates in raising large num-
bers of small donations over the Web, we
were particularly interested to look more
carefully at political giving. The Pew data
contain helpful items about political giv-
ing that allow us to ascertain not only
whether but also how much respondents
gave in political contributions, both off-
line and on the Web.22 These data show
that Internet contributions are less com-
mon than offline donations: 6 percent of
respondents made an online contribu-
tion, with 15 percent making an offline
one. They also suggest that behind the
widely discussed success of Internet-
based fundraising in collecting political
money in smaller amounts is a more
complex pattern. On one hand, the aver-
age offline contribution is larger than 
the average online contribution. On the
other hand, the percentage of contribu-
tions that were $50 or less–38 percent for
online and 39 percent for offline–is vir-
tually identical as is the proportion of
contributions that were between $51 and
$100: 28 percent for online and 29 per-
cent for offline.
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The very large donations that ½gure so
importantly in campaign war chests are
much less likely to come via the Web: less
than 1 percent of the online contributions
–as opposed to nearly 5 percent of the
offline contributions–were for amounts
greater than $1,000. We are not certain
why donors who give large gifts are less
likely to use the Internet. Perhaps, out of
security concerns, they are reluctant to
enter a credit card number attached to a
large donation on the Web. Or perhaps
major donors like to be invited to events
where they can rub elbows with politicos
and celebrities, or they like to contribute
in such a way as to allow a friend or polit-
ical ally to get credit for the donation.23

But what about the contributors? Does
the Internet encourage donations from
less affluent donors? Figure 2, which pre-
sents data about the proportion of respon-
dents in various family income groups
who make political contributions, shows

a familiar pattern.24 Regardless of wheth-
er we consider offline or online political
donations, the share of respondents who
contribute rises sharply with family in-
come and is more than ½ve times greater
in the highest family income group than
in the lowest. 

Many analysts of campaign ½nance
emphasize expanding the ranks of small
donors as the solution to the conundrum
of money in democratic politics. Because
small donations are unlikely to arrive with
a set of policy instructions attached and
can exercise limited leverage even when
they do, small donations seem to amelio-
rate the possibilities for compromise of
political equality in a campaign ½nance
system that relies heavily on contribu-
tions from individuals. Hence, it is note-
worthy that even those who made what
would seem to be very small donations of
$50 or less in 2008 were relatively unlike-
ly to be drawn from the lower rungs of
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Figure 1
Percent Engaged in Political Activity, by Socioeconomic Status (ses)

Source: Data from the August 2008 survey conducted by the Pew Internet & American Life Project. “Web users”
are de½ned here as those who use the Internet or email at least occasionally. 



the income ladder, a regularity that char-
acterizes online as well as offline donors.25

If anything, online donors were some-
what better off ½nancially: 18 percent of
all the respondents in the Pew survey–
compared to 21 percent of those who
made small contributions offline and 29
percent of those who made such contri-
butions online–reported family incomes
over $100,000. Thus, at least in the time
period covered by the Pew data, the Inter-
net seems to have brought in more small
donors but not to have brought in a less
affluent set of small donors. 

Social movements fascinate precisely
because they are not politics as usual and
because they hold out the promise of mo-
bilizing outsiders who would not other-
wise take part in politics. Processes of mo-
bilization are indeed potent for generating
political participation, and social move-
ments often bring into politics previously

quiescent publics, thus diminishing in-
equalities of political voice. Still, much
more common than mobilization through
social movements are the processes
through which neighbors, workmates, and
fellow organization and church members
ask one another to take part in politics. A
great deal of political activity occurs in re-
sponse to such ordinary processes of re-
cruitment. However, those who seek to get
others involved in politics act as ration-
al prospectors, directing their requests at
people with characteristics that make it
likely that they will assent when asked and
that they will be effective when they take
part.26 The result of rational prospecting
is to exaggerate existing participatory bias-
es–including the class strati½cation of po-
litical activity–rather than to ameliorate
them. Those who take part in response to
requests from others are even better edu-
cated and more affluent than those who
participate at their own initiative. 
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Figure 2
Percent Making a Campaign Contribution, by Family Income

Source: Data from the August 2008 survey conducted by the Pew Internet & American Life Project.



What happens if recruitment is via the
Internet? The Internet provides a num-
ber of modalities–of which email and
social networking sites are, at present,
especially prominent–that make it near-
ly costless to multiply the number of spe-
cially crafted messages to selected pub-
lics. In fact, the level of Internet-based
political recruitment has already expand-
ed to nearly the same level as offline re-
cruitment: 29 percent of our respondents
indicated that they receive an email and
35 percent that they receive a phone call
at least once a month asking them to get
involved politically. 

Figure 3, which reports requests for
political activity that come by phone or
by email, allows us to compare offline
and online recruitment with respect to
the extent to which it is structured by
ses. Regardless of whether the request
arrives by phone or email, the probability
that a respondent reports a request for
political activity rises steadily with ses.
In fact, the curve is much steeper for
email requests for political participation.
The pattern shows that political recruit-
ment exacerbates the class-based inequal-
ity in political activity; inequality is even
more pronounced when requests arrive
over the Internet. 

We have seen no evidence that class-
based inequalities of political voice are
reduced when political participation is
online rather than offline. However, we
½nd a very different pattern when it comes
to age. The young are more likely than
their elders to use the Internet. Every
study of Internet access and use, no mat-
ter what the measure, shows a steady,
sharp decline with age. In the 2008 Pew
survey, 88 percent of those who were
between the ages of eighteen and twenty-
four reported using the Internet, and 70
percent reported having a high-speed
connection at home. In contrast, the ½g-

ures for those in their ½fties are 76 percent
and 56 percent and, for those over sixty,
44 percent and 29 percent, respectively. 

The generational component to Inter-
net use suggests that, unlike the case with
ses, the age pro½le of political activists
will not be the same for offline and online
activity. Figure 4, which shows, for each
of seven age groups, the percentage who
undertake at least one participatory act
online and at least one offline, con½rms
that suspicion. Consider the top line,
which shows, for offline political partici-
pation, a pattern long known to charac-
terize the relationship between age and
political activity: a roughly curvilinear
trajectory over the life cycle. Political
participation starts at a relatively low
level, rises with age, peaks among those
in their ½fties, and falls off among the
sixty-somethings and those over seventy.
Still, age is much less powerful in struc-
turing political activity than is ses: the
gap in participation between the most
and least active of the seven age groups is
much smaller than the gap between the
lowest and highest of the ses quintiles. 

When it comes to online activity–
shown in the bottom line for all respon-
dents, regardless of whether they are In-
ternet users–the difference between the
youngest group and the middle-aged is
relatively small, much smaller than for
offline activity. For those under sixty,
there is little relationship between age
and online political activity. However,
those who are over sixty are considerably
less likey than those in any of the younger
age groups to undertake any political ac-
tivity online. In contrast to what we ob-
served for offline political activity, the ab-
sence of online activity among the elderly
represents, we assume, not a fall-off from
previous Internet-based participation,
but instead a “never was.” 

The middle line on Figure 4, which
shows the frequency of online political
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Figure 3
Percent of Requests for Political Activity that Came by Phone or Email

Source: Data from the August 2008 survey conducted by the Pew Internet & American Life Project.

Figure 4
Percent Engaged in Political Activity, by Age

Source: Data from the August 2008 survey conducted by the Pew Internet & American Life Project. “Web users”
are de½ned here as those who use the Internet or email at least occasionally.



activity among Internet users only, is
striking in showing no pattern at all.
There is relatively little difference among
age groups in the share who are active
online. Among those who use the Inter-
net and email, the oldest groups are not
especially inactive, and the young are the
least likely to be politically active online.
Thus, the digital divide has its greatest im-
pact among older respondents. The small
number of Web users among older respon-
dents–a group that surely is not a ran-
dom selection–are quite politically active
on the Internet. 

Figure 5 reaf½rms the centrality of ses

for online political participation. The lines
on Figure 5 report for the various age
groups the percent undertaking at least
one participatory act online across ses

quintiles.27 The overall pattern shows the
impact of ses and the comparative irrel-
evance of age. The ½ve lines are bunched
quite closely; they rise in tandem with
ses. Each age group shows the expected
association between ses and political
activity. Within any ses quintile, there is
much less variation among age groups
and little consistent pattern as to which
age group is the most active. The data re-
inforce our understanding of the strength
of the relationship between ses and po-
litical activity. 

The activities we have just considered
are political acts that existed before the
advent of the Internet–which is what
allows us to compare them in their off-
line and online manifestations. Certain
modes of Internet-based engagement have
no direct offline counterpart, including
posting comments on blogs (whether
one’s own or someone else’s) and using
social networking sites like MySpace,
Facebook, or LinkedIn. Most people who
post to blogs or, especially, join social
networking sites do so for reasons having
nothing to do with politics. Figure 6 gives

information about the proportion of
respondents in each age group who re-
ported blogging or using social network-
ing sites, whether or not for politics. Fig-
ure 6 makes clear that the young are much
more likely to exploit these relatively re-
cent and rapidly developing Internet ca-
pabilities. Especially striking are the data
for social networking, which show that the
overwhelming majority of respondents
under twenty-½ve are social networkers,
a proportion that has undoubtedly grown
since the survey was conducted.

Both modes of Internet engagement can
also be used for political purposes. The
Pew study asked explicitly about political
blogging: that is, writing about a political
or social issue on a blog, either one’s own
or, more frequently, someone else’s. The
survey also asked about political use of
social networking, namely, doing any of
the following on a social networking site:
getting campaign or candidate informa-
tion; starting or joining a political group
or group supporting a cause; signing up
as a “friend” of any candidates; or post-
ing political news for friends or others to
read.28

The forms of political engagement in
these venues about which the Pew survey
asked do not fall squarely under the de½-
nition of political participation as “activ-
ity that has the intent or effect of influ-
encing government action–either directly
by affecting the making or implementa-
tion of public policy or indirectly by in-
fluencing the selection of people who
make those policies.”29 The items from
the Pew survey focus on the ways that a
social networking site is more a forum for
political talk than for organized political
effort; even the political groups formed
are more about af½nity than concerted
political action. “Friending” a candidate is
not the same as working in a campaign.
In many ways, these modes of political in-
volvement reflect some of the distinctive
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Figure 5
Percent Engaged in Any Online Political Activity, by Socioeconomic Status (ses) and Age 

Source: Data from the August 2008 survey conducted by the Pew Internet & American Life Project.

Figure 6
Percent Engaged in Any Blog or Social Network Use, by Age

Source: Data from the August 2008 survey conducted by the Pew Internet & American Life Project.



civic tastes of post-Boomer cohorts: their
preference for participatory forms that
are anchored in nonhierarchical and in-
formal networks and that eschew such
traditional political intermediaries as
campaigns, parties, and interest groups.30

Thus, as Figure 7 makes clear, blogging
about political and social issues and po-
litical social networking are closely con-
nected to age. The lower two lines–which
show the percentage in various age groups
reporting that, in the past year, they have
posted comments about a political or
social issue on a website or blog and the
percentage reporting that they have
undertaken at least one of the four politi-
cal activities on a social networking site–
fall sharply from the level for those under
twenty-½ve. Figure 7 also repeats the data
from Figure 4 about the proportion of re-
spondents who engage in the online ver-
sion of “conventional” political activities,
such as making a political contribution 
or getting in touch with a public of½cial.
As before, the pattern is quite different.
Although there is a steep drop-off among
those over sixty, the youngest groups are
not especially active in conventional on-
line political activity.

Although these possibilities for politi-
cal engagement through social network-
ing sites do not simply reproduce partici-
pation as we have always known it, they
may nevertheless lead to forms of online
and offline political participation as con-
ventionally understood. Besides, in the
period since the Pew survey was conduct-
ed, these modes of involvement have be-
come less exclusively the province of the
young and have continued to evolve. There
is a well-known pattern such that new
technologies initially look a lot like the
older technologies they eventually replace
before their unique capacities are devel-
oped. For example, before the power of
visual images was re½ned, early campaign
ads on television used talking heads with

wordy messages suitable for radio. In cer-
tain ways, as increasing numbers of poli-
ticians move from maintining websites 
to establishing a presence on Facebook,
what is happening is almost the oppo-
site. More conventional forms of polit-
ical discourse and advocacy have estab-
lished a beachhead in this brave new
world.

Do these new types of activity hold the
promise of diminished inequality of po-
litical voice when it comes to social class?
We are reluctant to draw conclusions from
these August 2008 data about the extent
to which these Web 2.0 phenomena have
the potential to overcome the structuring
of political participation by ses. Figure 8
shows data analogous to Figure 7, but in
this instance plots the data based on ses

quintile rather than age. As revealed in
Figure 1, the relationship of more tradi-
tional political activity carried out on the
Internet slopes sharply upward with ses.
The lines for political social networking
and blogging about political and social
issues also rise with ses, but the increase
is much less pronounced.

Before we conclude prematurely that
new forms of political engagement on the
Web might break the long-standing asso-
ciation between social class and political
participation, let us go one step further.
Most of the political bloggers and politi-
cal social networkers are twenty-some-
things. It is dif½cult to measure ses for
young adults. Forty-two percent of the
respondents in the Pew survey who are
between eighteen and thirty reported still
being in school either full or part time.
This group, which has not yet achieved
its full educational attainment, includes
many respondents whose measured in-
comes are arti½cially depressed by their
student status but whose incomes will, in
the future, rise more sharply than those
in their cohort who left school earlier. 
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Figure 7
Percent Involved in Online Conventional Political Activity, Political Blogging, and Political Engage-
ment on Social Networks, by Age

Source: Data from the August 2008 survey conducted by the Pew Internet & American Life Project.

Figure 8
Percent Involved in Online Conventional Political Activity, Political Blogging, and Political Engage-
ment on Social Networks, by Socioeconomic Status (ses)

Source: Data from the August 2008 survey conducted by the Pew Internet & American Life Project.



Table 1 allows us to look more closely at
the social networking behavior of these
younger respondents. In addition to ask-
ing about their use of social networks to
engage in political activities, the Pew
study queried respondents about their use
of the Internet for personal reasons (to
learn more about people they knew or
hoped to get to know or to ½nd dates).
Instead of focusing on ses, we compare
groups based on educational attainment:
those who are still full-time students;
and, among those no longer in school,
those with no education beyond high
school, those with some college, and col-
lege graduates. Even in an election year
that witnessed an upsurge of activity by
younger citizens, those under thirty were
considerably more likely to use the Inter-
net for personal objectives–to ½nd infor-
mation about people or to ½nd dates–
rather than to use social networking sites
for political ones. In addition, when it

comes to personal use of the Internet,
there is no association with current stu-
dent status or, for non-students, with
educational attainment. The pattern for
use of social networking sites for politi-
cal purposes is quite different. Those who
are still students are the most active and,
among non-students, the higher the edu-
cation level, the more likely someone is
to take political actions on the Internet.
This ½nding is especially germane to our
concern with class-based inequalities of
political voice and suggests that even these
new forms of Internet-based political
involvement may not act as the circuit
breaker interrupting the long-standing
connection between ses and citizen po-
litical activity.

Because the Internet continues to cre-
ate new possibilities for communication
and the dissemination of information with
astonishing rapidity, we are reluctant to
make predictions about its future conse-
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Table 1
Personal and Political Use of the Internet among Respondents under Thirty (among Web Users)

Personal use of the Internet includes seeking information about someone one knows or would like to get to know
or ½nding dates; political use of a social networking site includes seeking political information on a social net-
working site, joining a political group, signing up as a “friend” of a candidate, or posting political messages.
Source: Data from the August 2008 survey conducted by the Pew Internet & American Life Project.

Personal Use of 
Internet

Political Use of 
Social Network N

Educational Status

Current Student 54% 43% 94

Highest Education 
Level Achieved

High School or Less 60% 18% 129

Some College 58% 25% 62

College Graduate 62% 36% 49



quences for inequalities of political voice.
The opportunities for online political en-
gagement continue to proliferate both in
ways that mimic older forms of political
participation and in ways that were not
imagined even a few years ago. At pres-
ent, political engagement on blogs and
social networking sites clearly overcomes
the historical underrepresentation of
younger citizens with respect to political
activity, but its impact on the socioeco-
nomic strati½cation of participation is less
certain. As older cohorts quickly register
on social networking sites, the extent to
which the young dominate these venues

is also less certain. Moreover, we cannot 
know whether the current techno-savvy
generation will be trumped by their suc-
cessors who are now in elementary school.
We consider it premature to conclude, as
others have suggested, that interactive
forms of online political participation
hold the key to unlocking the association
between political participation and ses.
The links between social class and politi-
cal participation have proved to be pow-
erful and enduring. We are not ready to
bet our lives, our fortunes, and our sacred
honor that the Internet will sunder them.
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In 2009, 63.4 million Americans contributed more
than 8 billion hours of volunteer service in the off-
line world. With the exception of short-term ser-
vice and relief programs like Habitat for Humanity,
most volunteering bene½ts a volunteer’s local com-
munity and consists of fundraising/selling items to
raise money (26.6 percent of volunteers); collect-
ing, preparing, distributing, or serving food (23.5
percent); engaging in general labor or providing
transportation (20.5 percent); and tutoring or
teaching (19 percent).1 Bene½ciaries are designated
by the community as needy and worthy; they are
typically children, the poor, the aged and in½rm,
and community resources such as libraries, schools,
and parks. Volunteers and volunteer organizations
enhance local community welfare by improving
the situation of direct bene½ciaries and by increas-
ing community members’ social capital: the bonds
of trust and reciprocity created in social networks. 

Volunteering is a form of what psychologists call
prosocial behavior, that is, discretionary behavior such
as assisting, comforting, sharing, and cooperating
intended to help people other than oneself. Orga-
nized prosocial behavior is planned, relatively long-

Abstract: Volunteers and charitable organizations contribute signi½cantly to community welfare through
their prosocial behavior: that is, discretionary behavior such as assisting, comforting, sharing, and coop-
erating intended to help worthy bene½ciaries. This essay focuses on prosocial behavior on the Internet. It
describes how offline charitable organizations are using the Net to become more ef½cient and effective. It
also considers entirely new models of Net-based volunteer behavior directed at creating socially bene½cial
information goods and services. After exploring the scope and diversity of online prosocial behavior, the
essay focuses on ways to encourage this kind of behavior through appropriate task and social structures,
motivational signals, and trust indicators. It concludes by asking how local offline communities ultimate-
ly could be diminished or strengthened as prosocial behavior increases online.
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term, non-obligated by family or friend-
ship, and situated within an organization-
al context. Organized prosocial behavior
in the form of charitable donation of time
and money represents an enormously im-
portant social resource in the offline world.

Prosocial behavior can also be found on
the Internet, although most discretion-
ary behavior on the Internet today is de-
voted to asocial behaviors–shopping or
looking for information and entertain-
ment–or social behaviors such as con-
necting with family and friends.2 While
prosocial behavior represents only a small
fraction of discretionary Internet behav-
ior, it is signi½cant for at least four rea-
sons. First, it can reduce transaction costs
for offline volunteer organizations and
activities, thereby allowing them to oper-
ate more ef½ciently. Second, it can extend
the reach and impact of offline volunteer
organizations by engaging volunteers and
bene½ciaries for whom offline opportu-
nities are inconvenient or inaccessible.
Third, it can offer new ways for people to
strengthen important social institutions.3
Fourth, it can produce socially bene½cial
information goods and services that are
undersupplied by the market. This essay
sketches some of the scope and diversity
of prosocial behavior on the Net today;
describes the building blocks for produc-
ing online prosocial behavior; and sug-
gests what can promote online prosocial
behavior in the future. It concludes with
questions about the relationship between
prosocial behavior on the Net and in the
offline world. 

All major types of online prosocial proj-
ects share a small number of attributes
derived from the underlying network
technology and communications appli-
cations. One is that the people or projects
that need help and the volunteers willing
to help are able to ½nd one another and
interact independent of geographic or

social location. Another is that they are
able to interact asynchronously. A third
shared attribute is that volunteers are
able to participate in brief segments of
time at any hour of the day or night. 

Opportunities for online prosocial be-
havior are evolving in a pattern seen in
other sectors of human behavior on the
Internet, such as electronic commerce. In
this process of evolution, early efforts
designed to make previously offline work
more ef½cient give way to later efforts
that create substantially new models of
Net-based interaction. Like other types
of activity on the Internet, some pro-
social sites simply make offline prosocial
behavior more ef½cient through reducing
transaction costs. Others involve people
in new models of helping. Tables 1 and 2
provide several examples of online pro-
social behavior.

Websites that support and modify fa-
miliar offline models of volunteering can
generally be divided among charitable
giving, service projects, and online health-
support groups.

Charitable Giving. Net-based charitable
giving is increasing as more people use
the Net regularly and are comfortable
using it for ½nancial transactions. In
2009, Americans made $15.4 billion in
online charitable donations (compared
with $300,000 in 1997).4 Early donation
sites, connected to speci½c causes or or-
ganizations such as the Hurricane Katri-
na relief fund or the American Red Cross,
provided the convenience of online dona-
tion but left all decision authority with
the sponsoring organization. By 2007, in-
dividuals could create their own fund-
raising campaigns on the Net, using social
networking sites and crowdsourcing to en-
courage friends (and friends of friends)
to donate to causes or projects of one’s
own choosing or design. The newest of
these sites–for instance, www.crowdrise

t
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.com–incorporate competitive elements
taken from online gaming, such as leader
boards and prizes, to encourage not just
one-time donation but ongoing commit-
ment to volunteer activity.

Service Projects. In the simplest case, an
Internet site can provide a way for proj-
ects located in the offline world to de-

scribe their needs for volunteers and for
people to see offline volunteer opportu-
nities displayed by zip code. The actual
volunteering and management of volun-
teers happens offline; the sites merely
offer a way for people and projects to ½nd
one another ef½ciently. For example, Vol-
unteerMatch lets users search for oppor-

Table 1
Online Prosocial Projects that Support or Modify Familiar Types of Volunteering

Website Year 
Founded

Purpose Scope/Impact

Charitable Giving
www.½rstgiving.com 2003 Support charitable giving

campaigns
>8,000 nonpro½ts; >13 million

online donors; >$1 billion raised
online

www.causes.com 2007 Support user-created 
advocacy groups

>$27 million raised online

www.crowdrise.com 2010 Crowdsourcing for 
volunteers and charities

N/A

Service Projects
www.volunteermatch.org 1998 Searchable directory of 

offline volunteer oppor-
tunities 

4.9 million referrals since 1998

www.volunteerspot.com 2009 Tools for mobilizing and 
coordinating community 

volunteers

>450,000 volunteers, mostly 
parents in schools

www.mentornet.org 1998 Online mentoring for 
college-level women and 
underrepresented minor-
ities in science and engi-

neering

>27,000 matched pairs of men-
tors and protégés since 1998;

>90% retention rate in science 
and engineering ½elds for 

protégés
www.icouldbe.org 2000 School-based curriculum 

supported by online men-
tors

>10,000 students served

www.onlinevolunteering.org 2000 Projects to support orga-
nizations addressing un

millennium development 
goals

>36,000 online volunteer assign-
ments completed since 2000

Health Support

www.dailystrength.org 2006 Health discussion boards 
and expert advice

>0.5 million members in 
>500 online groups

www.mdjunction.com 2006 Online health-support 
groups

>700 online groups

www.patientslikeme.com 2004 Support groups and tools 
for sharing medical/
health information

>69,000 public patient pro½les; 
>4,500 treatment reports; >3,500 

symptom reports

Source: Table compiled by author.
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tunities to volunteer by zip code, city, or
state in order to “make it easier for good
people and good causes to connect.”5

VolunteerSpot provides tools to mobilize
and coordinate local volunteers for com-
munity projects like pta fairs and youth
sports leagues.

Some sites support projects that need
online volunteers rather than offline ones.
These sites typically offer more features
than ones that simply list offline oppor-
tunities. They provide guidance to listing

organizations about the kinds of projects
that are suitable for online volunteers;
guidance to potential volunteers about
what kinds of information to include in a
volunteer application; and templates to
support various parts of the process. Proj-
ects in developing countries, in particu-
lar, often need volunteers whose skill sets
are in short supply on the ground. If those
skills can be delivered via computer–by
creating a website, writing a grant pro-
posal, building a database, or translating

Table 2
Online Prosocial Projects that Support New Types of Volunteering

Website Year 
Founded

Purpose Scope/Impact

Creating Information Goods
www.apache.org 1995 Collaborative volunteer

software projects
Nearly 100 projects; >2,500
committers; Apache Web 

server powers >65% of world’s
websites

www.iFixit.com 2003 Collaboratively written
consumer-product 

repair manuals

>2,500 repair manuals; >800
volunteer repair technicians

www.wikipedia.org 2001 Collaboratively written
encyclopedia project

>16 million articles in >270
languages; >91,000 active

volunteers
www.pgdp.net 2000 Support the digitization

of public domain books
>19,000 books digitized; 2,500

active volunteers per month

Citizen Science
http://boinc.berkeley.edu 2002 Donate idle cycles to 

generate computing 
power for scienti½c

research

>50 projects; daily average
computing power of about 

4 Petaflops

http://implicit.harvard.edu 2003 Participate in Web- 
based social psychology 

research projects

Volunteers have completed
>3.5 million tasks

http://ebird.org/content/ebird/ 2002 Contribute to global bird 
observation database

>35,000 volunteers have sub-
mitted >21 million bird records

www.gwap.com 2008 Tag words, music, clips,
or photographs to im-

prove search engine 
performance

>1 million images labeled

www.galaxyzoo.org 2007 Categorize telescopic 
images of galaxies

>250,000 volunteers

http://fold.it/portal 2008 Manipulate renderings 
of proteins to predict

stable structures

>100,000 volunteers

Source: Table compiled by author.



144

Prosocial
Behavior 

on the Net

Dædalus, the Journal of the American Academy of Arts & Sciences

a document, among other acts–geograph-
ic distance is no barrier to volunteering.
The United Nations Online Volunteering
Service, for example, connects online vol-
unteers with organizations working for
sustainable human development. Its web-
site proclaims: “Everyone can make a dif-
ference. Share your skills, knowledge and
ideas–from a computer anywhere in the
world.”6

In contrast with sites that serve as inter-
mediaries between volunteers and proj-
ects, some sites run their own volunteer
programs. Mentoring, a familiar offline
model, matches young people or novices
with more experienced or older mentors
who offer them guidance and support. In
its online form, mentoring differs in that
protégés usually have little or no oppor-
tunity for offline interaction with poten-
tial mentors; mentors have little or no
time or opportunity to engage in face-to-
face mentoring meetings. Online men-
toring programs operate independent of
geographic and time constraints. 

Online Health-Support Groups. About six
million U.S. adults report having used an
online health-support group in 2009.7 In
addition to offering access to personal ex-
perience and advice about medications,
procedures, symptoms, and so on, these
groups also reduce the social and emo-
tional isolation of people who ½nd little
or no support in their offline communi-
ties. The following comment is represen-
tative of the thousands of comments post-
ed to these groups over the years: “i live
in a remote rural community and had no
support and little therapy options due to
location. the support i have received [from
this group] in not feeling alone has made
a tremendous difference in my life and
gives me strength.”8

Websites offering new types of volun-
teering often fall into the categories of
information goods and citizen science. 

Information Goods. The Net allows volun-
teers to collaborate to create and freely dis-
tribute high-quality socially bene½cial in-
formation goods such as public domain
e-books, repair manuals, software, and
reference articles that function as public
goods.9 Each person’s contribution to an
information product is accessible to and
modi½able by other volunteers with the
consequence that product quality can im-
prove over time. Observers note that these
projects can produce high-quality infor-
mation goods more rapidly with much
lower overhead than similar projects or-
ganized and distributed by corporations
and markets.10 Thousands of volunteers
proofread scanned pages of books in 
the public domain to convert them into
e-books for free distribution over the
Net. Hundreds of thousands of program-
mers voluntarily contribute code, bug re-
ports, and patches to freely downloadable
open-source software projects. Although
many of these are one-person vanity proj-
ects, some have attracted thousands of
volunteer programmers and have become
large enough and reliable enough to sub-
stitute for commercial software. The on-
line reference site Wikipedia displays
more than 16 million articles written by
volunteers in more than 270 languages.11

Anyone with Web access can write or edit
an article on any topic; articles evolve be-
cause they are visible to everyone and can
be freely edited by anyone. Over time,
mistakes and lacunae are corrected; and
through this process, at least some arti-
cles become equivalent in quality to those
found in professionally produced publi-
cations.12

Citizen Science. A number of sites on the
Net encourage interested amateurs to vol-
unteer to help scientists and scienti½c proj-
ects. Opportunities for volunteer engage-
ment range in level of effort from simply
donating idle pc cycles to contributing
data to categorizing and analyzing scien-
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ti½c data. A relatively low-effort type of
project lets people donate computing
cycles from an otherwise idle pc to a proj-
ect that is analyzing massive amounts of
scienti½c or mathematical data. An early
example, seti@home, was launched in
1999 to detect narrow-bandwidth radio
signals from space. More than three mil-
lion people have donated idle cycles to this
project.13 By 2010, volunteers had donat-
ed idle pc time to more than ½fty projects
in biology and medicine, earth sciences,
mathematics, astronomy, physics, and
chemistry. 

Volunteers contribute data that they
have personally collected about the phys-
ical world to sites for ongoing scienti½c
projects that maintain databases for re-
search and public distribution. In most
cases, the volunteers are hobbyists who
have been collecting data for their own
pleasure. Submissions are veri½ed, aggre-
gated, and published to the broader sci-
enti½c and citizen community. For exam-
ple, bird, insect, or plant watchers upload
½eld observations. People with backyard
weather stations upload data to a server
that makes them available to the Nation-
al Oceanic and Atmospheric Administra-
tion (noaa) and other weather services. 

Volunteers also contribute data about
themselves. The PatientsLikeMe site
allows members to join support groups
organized by condition or disease that
serve the functions of the online support
groups described above. But the site also
supports collaborations with medical
and pharmaceutical researchers. Support
group members can report data about
such factors as their health condition,
symptoms, and medications; data are then
anonymized and aggregated for sharing
with medical researchers. Researchers can
describe clinical trials to groups whose
members may be eligible for enrollment.
On the Implicit site, volunteers can par-
ticipate in Web-based social psychology

experiments that allow researchers to
access a large, relatively heterogeneous
(compared to a pool of all college soph-
omores) research population at minimal
cost. Volunteers have completed more
than 3.5 million comparison tasks pro-
ducing “the largest database on implicit
attitudes and knowledge currently avail-
able.”14

Individuals can contribute their mental
effort to help categorize existing knowl-
edge or to create new knowledge. With a
small amount of effort, volunteers tag
music clips or photographs found on 
the Web in order to improve the perfor-
mance of search engines. With substan-
tially more effort, more than 250,000 vol-
unteers categorize millions of telescopic
images of galaxies to create a database of
detailed galaxy shape information. More
than 100,000 volunteers manipulate ren-
derings of proteins to predict stable
structures.15

There are no comprehensive surveys of
online volunteering to provide an esti-
mate of its overall magnitude and impact.
Scattered evidence suggests that online
prosocial projects do produce bene½cial
consequences. Studies of speci½c online
health-support groups have shown that
participation provides both information-
al and emotional bene½ts to group mem-
bers.16 Broad studies of Internet health
information, not just information in on-
line support groups, suggest that its im-
pact is more positive than negative.17

Online mentoring projects report signi½-
cant retention rates. Millions of people
use reference material sites like Wikipedia
and depend on software produced in open-
source projects. Scholars have drawn on
citizen-science databases in the produc-
tion of hundreds of scholarly papers. 

Every context for online behavior is a
symbolically differentiated place on the
Net. Different people seek out different
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places, and the same people behave dif-
ferently in different places. Each context
for online prosocial behavior can be un-
derstood by characteristics of its task and
social structures, by what motivates its
participants, and by its trust dynamics.
The shared features of the Net described
above are influential across contexts, but
most of the factors that influence online
volunteer behavior are situational and
speci½c to particular contexts.18 It is im-
portant to focus on the details of speci½c
contexts because factors encouraging pro-
social behavior in one context may impede
it in another. (For example, leader boards
highlighting top contributors might be
useful for charitable donation sites but
inappropriate for health support groups.
Peer ratings might be useful for informa-
tion product sites but inappropriate for
citizen science sites.)

Task and Social Structures. A website’s task
structure embodies the purpose and goals
of the group and focuses volunteers’ atten-
tion on particular activities. Task struc-
tures can be more or less modular or de-
composable with more or less ½ne-grained
tasks and more or less complex aggregat-
ing mechanisms. Modularity and granu-
larity determine the level of effort a vol-
unteer must expend to participate. For
example, on an online mentoring site, the
task structure is relatively undifferentiat-
ed; each protégé represents one task unit.
A volunteer’s task–helping a protégé–
entails multiple different kinds of inter-
connected actions and a relatively long
time commitment. In an information
product site, volunteers have their choice
of different types of relatively circum-
scribed tasks (such as posting a bug re-
port or a feature request, writing a review,
editing an article, tagging an image, check-
ing references, or providing a quality 
rating); each task type is relatively ½ne-
grained and homogeneous. The greater
the degree of modularity and granularity,

the easier it is for a volunteer to make a
small contribution.19

A website’s social structure, which in-
cludes explicit roles and governance rules,
and implicit norms, represents how vol-
unteers are organized to accomplish tasks.
Sites with a relatively modular task struc-
ture often use volunteers’ performance his-
tory to de½ne roles and manage role dif-
ferentiation. (For example, roles for Wiki-
pedia include editor, featured article edi-
tor, administrator, bureaucrat, and stew-
ard.20) Performance history may be as-
sessed objectively by measuring the num-
ber of contributions or contributions with
particular characteristics, subjectively
through peer ratings of contributions, 
or some combination of both. Volunteers
who make more contributions of greater
value can be recognized with higher sta-
tus roles. Higher status roles may serve as
rewards for past performance; they may
also confer additional task rights and re-
sponsibilities on those achieving such sta-
tus. Higher status roles are also associat-
ed with more authority. Role differenti-
ation helps volunteers understand why
some members have more authority than
others and how to attain more authority
for themselves. 

Motivating Participants. Analysts and com-
mentators are fascinated by prosocial be-
havior on the Net that bene½ts unknown
(and unknowable) others, such as contrib-
uting to an online health-support group
or to an information product. Underlying
the studies of volunteer behavior on sup-
port group sites is the question, why
would people help others whom they do
not know and with whom they could not
have a close personal relationship? Early
analysts argued that donating high-quali-
ty advice or help to unknown and unknow-
able others was a classic public goods prob-
lem and could not be sustained.21 These
early analyses were flawed by framing the
problem as “contributing to databases of
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information” rather than as “helping peo-
ple.” Researchers investigating why peo-
ple offer help online found that volunteers
clearly developed relationships with spe-
ci½c other online people and with the gen-
eralized “other” represented by the online
group. Shared physical location (and all
the information associated with proximi-
ty, such as physical indicators of partic-
ipants’ worthiness) was unnecessary to
create these relationships. Researchers
typically found a mix of motivations for
contributing to support groups, a mix
dominated by altruism and generalized
reciprocity: volunteers reported wanting
to help others because “it is the right thing
to do,” because they had been helped in
the past or anticipated they might need
help in the future, or because they want-
ed to spare other people the pain that
they had experienced.22

In terms of volunteer projects to create
information products, the question is a
matter of why people would do this work
for free when they could be paid to do 
it. Studies of open-source programmers
found that some programmers were being
paid by their employers for their work on
open-source projects, and some hoped to
translate reputational bene½t from their
open-source work into economic bene½t
by securing better jobs. But more program-
mers reported contributing because it was
fun, educational, improved their own pro-
gramming environment, or bene½ted the
open-source “cause.”23

Social scientists distinguish between be-
havior and motivation and note that in-
stances of the same behavior can be moti-
vated by different reasons. Thus, prosocial
behavior can be motivated by altruism
(desire to bene½t others with no concern
for self ), egoism (desire to bene½t the
self ), or a combination of the two. Pro-
social behavior can be motivated by
extrinsic forces such as the expectation of
positive regard or reward from others;

intrinsic forces such as compassion, cu-
riosity, or the desire for mastery; or a com-
bination of the two.24 It is a mistake to
expect all contributors to prosocial proj-
ects to be motivated exclusively, or even
primarily, by altruism.

It is a truism in the offline world that
volunteers receive more than they give.25

Online volunteers follow the same pat-
tern. The rewards are not only expressive
and emotional; they can also be utilitar-
ian. Volunteers in any domain, not just
open-source programming, may develop
skills leading to career advancement. For
example, consider this statement from
someone working with UNVolunteering
on a technical documentation project to
turn pig waste into energy in West Africa:
“I hold an Advanced Technical Diploma
in Electrical Engineering, and I wanted to
learn more about this form of renewable
energy. . . . I have learned a lot on all levels,
strengthening my managerial, training and
development project management skills,
amongst others.”26

Some citizen-science projects have been
designed to appeal explicitly to hedonic
motivations: that is, to the desire to be
entertained and have fun and to do so
through participating in competitive
games.27 In some games people compete
or cooperate with one another to label
images or guess commonplace words;
their behavior contributes to the scien-
ti½c goals of improving search or seman-
tic understanding. In contrast to such sim-
ple online games, Foldit, a protein-folding
game, offers much more complex chal-
lenges. Players use joystick-like motions
to jiggle, twist, and pull protein elements
in order to ½nd the lowest energy arrange-
ment most likely to exist in nature. More
experienced players are assigned more
complex proteins. Players can compete
against one another, solo, or in teams. A
recent competition offered down-to-the-
wire excitement as the lead changed
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hands frequently in the waning minutes.
The ultimate winner, a reminder that geo-
graphic and social distance are not barri-
ers to volunteer participation on the Net,
was a thirteen-year-old boy from Virginia
with the screen name Cheese.28

Instead of using video games as an or-
ganizing model, the creators of Galaxy-
zoo, where volunteers label attributes of
galaxies displayed from space telescope
images, rely on the intrinsic beauty of the
images themselves to motivate volun-
teers: “gorgeous imagery of hundreds of
thousands of galaxies . . . more detailed 
and beautiful than ever.”29 In response to
a forum question about why volunteers
take part in the project, many volunteers
commented on the beauty of the images
and the joy of volunteering. One said: 

This stuff is beautiful, I could stare at it all
day. . . . I am overwhelmed–honored–over-
joyed (language fails me) with the oppor-
tunity. Imagine, pissant little old *me*
doing original research in Astrophysics! 
It doesn’t matter that it’s at kindergarten
level–that’s all I’m capable of. It doesn’t
matter that I may be (probably am) often
wrong–I’m doing my best, and learning
more each minute. I am making a contribu-
tion! And I don’t care that I’m not gonna
get a PhD for it–you guys (some of you,
anyway) will. All I can say is “Wow!”30

The symbolically differentiated place on
the Web called Galaxyzoo offers a partic-
ular combination of task structure, social
structure, and motivational prompts that
wowed this volunteer. Millions of volun-
teers are equally wowed by other sites that
allow them to make their own online pro-
social contribution a few minutes at a time,
at any time, independent of geographic and
social distance. 

Trust. The production of prosocial be-
havior, whatever its goals and motivations,
depends on bilateral trust. A volunteer
must trust that a bene½ciary’s need is le-

gitimate and that the bene½ciary will make
use of the donation as represented. A bene-
½ciary must trust that a donor’s gift is free
to be given and that it is honestly repre-
sented. Sociologists describe three sources
of trust production in social settings:
personal characteristics of the partici-
pants; the record of their past perfor-
mance; and social institutions or inter-
mediaries that vouchsafe participants
and performance.31 Offline contexts for
prosocial behavior afford many overlap-
ping indicators of trustworthiness for both
donors and recipients. Personal charac-
teristics of participants, including physi-
cal appearance and demeanor, are visible.
Records of attendance and contribution
are kept and reported. Membership and
performance insignia such as badges, uni-
forms, or logos from social institutions or
intermediaries are conferred and visible.
Untrustworthy situations can certainly
be found offline, including scam chari-
ties, bogus bene½ciaries, and malicious or
predatory “donors.” But the diversity and
abundance of trust indicators in offline
prosocial contexts signify and reassure po-
tential donors and recipients that partici-
pation is likely to be worthwhile. 

Online contexts for prosocial behavior
also must provide indicators of trustwor-
thiness in order to attract and retain par-
ticipants.32 Information about some per-
sonal characteristics may be captured and
displayed through registration and pro½le
creation processes. Some types of indica-
tors are more dif½cult to convey online
than offline, such as indicators of partici-
pants’ demeanor and sensitivity. Some in-
dicators of competence are relatively easy
to convey. In the case of software proj-
ects, a ½rst-order indicator of contributor
competence and contribution quality is an
af½rmative answer to the question, does
the code run? On many sites, informa-
tion about a volunteer’s performance his-
tory is available. In the case of text-based
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information product sites like Wikipedia,
some indicators can be produced because
a complete contribution history is avail-
able. Page-related indicators of past his-
tory–number of edits over time and per-
sonal characteristics of editors, for exam-
ple–have been shown to influence read-
ers’ perceptions of article trustworthi-
ness.33 When the task in citizen-science
projects is tagging, labeling, or classifying,
contribution quality can be assessed via
comparing multiple completions of the
same task. Multiple contributors are pre-
sented with the same stimulus; contribu-
tions are compared and the extent to which
they agree is an indicator of quality. 

Many online contexts for prosocial be-
havior use human intermediaries to pro-
vide additional indicators of trustworthi-
ness. These intermediaries are typically
identi½ed and recognized through a con-
text’s role structure. Support-group mod-
erators, where they are used, signal that
replies have been vetted. People desig-
nated as module maintainers who accept
code contributions in open-source proj-
ects con½rm not only that the code runs
but also that it does not break other con-
tributors’ code. The featured articles edi-
tor for Wikipedia oversees an elaborate
process to identify the highest quality
articles, which are indicated by a bronze
star–a visible institutional insignia of
quality. 

In addition to gauging the trustworthi-
ness of volunteers and their contribu-
tions, volunteers also need assurance that
the bene½ciaries of their contributions are
trustworthy. Acting in accordance with
the norms of the group is an indicator
that people seeking help belong to the
group and are legitimate and worthy of
help. For example, questions that conform
to a support group’s norms are more like-
ly to be answered than those that do not.34

Open-source licenses assure potential
contributors to information products

that their freely given contribution will
not be appropriated for private gain.
Institutional sponsorship indicates to cit-
izen scientists that data they contribute
will be treated according to the norms of
science. It also indicates that, if they are
asked to download code to their pcs, the
code is benign. 

Encouraging online prosocial behavior
requires attracting, retaining, and moti-
vating arms-length volunteers. Social sci-
entists believe that if people agree to do 
a small prosocial act, they will be more
likely to agree to do a related, larger one
in the future.35 The Net offers numerous
ways for people to perform small pro-
social acts that can be aggregated across
many people for substantial social good.
Donating idle pc cycles to scienti½c proj-
ects is one example. Tagging an image, an-
swering a question, posting a bug report,
or providing a small amount of data are
others. Social scientists also observe that
people like to do what their friends like to
do. Recent projects using social network-
ing sites and friendship dynamics to pro-
mote prosocial behavior build on this
observation. 

As the number of volunteers and the
amount of online prosocial behavior in-
crease, infrastructure sites that provide
tools to create and manage prosocial proj-
ects are emerging. In the early days of the
Internet, anyone who wanted to create or
maintain a volunteer project such as an
online health-support group had to spend
signi½cant time managing technical issues
like mailing lists, archives, and software
upgrades.36 Today, sites like DailyStrength
and MDJunction make it relatively easy
for anyone to create and manage an on-
line health-support group. boinc gives
scienti½c researchers the tools to create
and manage projects using donated pc

cycles. Sites like SourceForge provide
tools for managing open-source software
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projects. Sites like FirstGiving and Causes
make it relatively easy to create and man-
age a charitable donation project. As infra-
structure sites make it simpler to create
and manage opportunities for online pro-
social behavior, these opportunities should
increase.

All these sites recognize the importance
of factors that help manage task and
social structures and that increase trust
and commitment on the part of partici-
pants. Among these factors are persistent
identity, aggregation and coordination
mechanisms, motivational prompts, and
quality control. Tools and processes sup-
porting these factors vary substantially
across different types of sites, but their
presence is evident in all of them. And
evidence is accumulating about ways that
are more and less effective to implement
them. Scholars from several universities
have organized a multidisciplinary, multi-
year effort to understand, predict, and im-
prove contribution behavior across all
types of online communities. Their work
has resulted in a number of scholarly pa-
pers and a forthcoming book.37

Many of the examples described above
are less than ten years old. Efforts to un-
derstand how to create, manage, nurture,
and sustain them are in their infancy. The
scope and diversity of online prosocial be-
havior should continue to grow and ex-
pand as new applications are developed,
new volunteers are recruited, and new
social connections are forged via the Net.
As this growth continues, it will become
more important to understand the con-
tours of prosocial behavior on the Net.
One mechanism for developing this
understanding will be comparative re-
search that simultaneously investigates
different types of online contexts to un-
derstand how participant characteristics,
motivations, and behaviors differ across
them.38 Another mechanism will be na-

tional sample surveys that speci½cally
include questions about online prosocial
behavior in comparison with other be-
havior. For example, national surveys of
offline volunteering, such as those pro-
duced by the Corporation for National
and Community Service, should be aug-
mented to include questions about online
volunteering. Surveys about the behavior
of Internet users, such as those produced
by the Pew Research Center, should in-
clude questions about online prosocial
behavior.39

What impact will online prosocial
behavior have on offline volunteers–
those sixty-three million Americans who
contributed more than eight billion hours
of offline service in 2009–and local com-
munity well-being in the offline world?
It is possible that local volunteer organi-
zations and activities will be diminished
as online prosocial behavior expands, just
as some local bricks-and-mortar busi-
nesses have been weakened by online
commerce. Local fundraising campaigns
may be weakened as potential donors
½nd it just as easy and perhaps more com-
pelling to donate to more exotic causes
that are featured on the global Net. Local
volunteer organizations may be dimin-
ished as potential local volunteers turn 
to more convenient Net-based endeav-
ors. New models of online prosocial be-
havior may redirect the attention of peo-
ple who previously would have been local
volunteers. When someone living in Fort
Wayne, Indiana, can proofread a science
lesson for a school in Africa over the Net,
while sitting pajama-clad in front of her
computer, how likely is it that she will do
that instead of (or in addition to?) run-
ning a bake sale at her local elementary
school? Alternatively, Net-based tools may
allow local volunteer programs to enlist
new volunteers and to operate more ef-
½ciently and effectively. Moreover, new
models of online prosocial behavior may
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attract people who never would have en-
gaged in conventional offline volunteer
activity, thereby increasing the total vol-
unteer pool. 

Encouraging prosocial behavior, wheth-
er online or offline, is a worthy societal
endeavor. Understanding interactions be-

tween the two and how each contributes
to broader social welfare will be impor-
tant in our continuing effort to under-
stand and build the Internet as a public
commons.
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In December 2010, a website that the Pentagon had
described in 2008 as dedicated “to expos[ing] un-
ethical practices, illegal behavior, and wrongdoing
within corrupt corporations and oppressive regimes
in Asia, the former Soviet bloc, Sub-Saharan Africa,
and the Middle East,” and that in 2009 had received
the Amnesty International New Media Award for
reporting on extrajudicial killings in Kenya, came
under a multisystem denial-of-service attack in-
tended to prevent it from disseminating informa-
tion. The attacks combined a large-scale technical
distributed-denial-of-service (DDoS) attack with
new patterns of attack aimed to deny Domain Name
System (dns) service and cloud-storage facilities,
disrupt payment systems services, and disable an
iPhone app designed to display the site’s content. 

The site was WikiLeaks. The attackers ranged from
unidenti½ed DDoS attackers to Senator Joseph
Lieberman and, more opaquely, the Obama admin-

Abstract: The WikiLeaks affair and proposed copyright bills introduced in the Senate are evidence of a
new, extralegal path of attack aimed at preventing access and disrupting the payment systems and adver-
tising of targeted sites. In this model, the attacker may be a government agency seeking to circumvent
constitutional constraints on its power or a private company trying to enforce its interests beyond those
afforded by procedural or substantive safeguards in the law. The vector of attack runs through the tar-
geted site’s critical service providers, disrupting technical services, such as Domain Name System service,
cloud storage, or search capabilities; and business-related services, such as payment systems or advertising.
The characteristics that make this type of attack new are that it targets an entire site, rather than aiming
for removal or exclusion of speci½c offending materials; operates through denial of business and ½nan-
cial systems, in addition to targeting technical systems; and systematically harnesses extralegal pressure
to achieve results beyond what law would provide or even permit.
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istration. The latter attack is of particular
interest here, having entailed an extra-
legal public-private partnership between
politicians gunning to limit access to the
site, functioning in a state constrained by
the First Amendment, and private ½rms
offering critical functionalities to the
site–dns, cloud storage, and payments,
in particular–that were not similarly
constrained by law from denying service
to the offending site. The mechanism cou-
pled a legally insuf½cient but publicly sa-
lient insinuation of illegality and danger-
ousness with a legal void. By publicly stat-
ing or implying that WikiLeaks had acted
unlawfully, the attackers pressured ½rms
skittish about their public image to cut off
their services to WikiLeaks. The inapplica-
bility of constitutional constraints to non-
state actors created the legal void, per-
mitting ½rms to deny services to Wiki-
Leaks. This, in turn, allowed them to ob-
tain results (for the state) that the state is
prohibited by law from pursuing directly.
The range of systems affected by the attack
was also new: in addition to disrupting
technical service providers–which had
been familiar targets since efforts to con-
trol the Net began in the 1990s–the attack
expanded to include payment systems. 

This pattern of attack is not an aberra-
tion. One need only observe its similari-
ties to current efforts by the copyright in-
dustries to shut down sites that challenge
their business models. This objective was
laid out most explicitly in the ½rst draft of
the Combating Online Infringements
and Counterfeits Act (coica)1 that was
introduced in September 2010, and a pow-
erful version of it remains in the present
version of the bill, the Preventing Real
Online Threats to Economic Creativity
and Theft of Intellectual Property Act
(protect-ip Act) of 2011.2 The coica/
protect-ip approach, which replicates
the dynamics of the WikiLeaks attack, en-
deavors to create a relatively procedure-

free context for designating sites as legal-
ly suspect actors, while making critical ser-
vice providers immune from responsibil-
ity for any action they take by denying
technical, payment, and business process
systems to targeted sites. Together, these
elements form the basis for extralegal
attacks on critical services, thereby creat-
ing a shortcut to shutting down allegedly
offending sites. The insinuation of illegal-
ity creates the basis for public pressure on
the service providers to deny service; im-
munity replicates the legal void that allows
service-provider action well beyond any-
thing a court would have ordered. 

Combining denial-of-payment systems
with the use of extrajudicial mechanisms
and private party enforcement appears to
extend basic techniques developed in the
war on terrorism into the civilian domain.
It represents a new threat not only to the
networked commons, but to the very
foundations of the rule of law in the Unit-
ed States. 

On November 28, 2010, WikiLeaks, in
cooperation with The New York Times, the
Guardian, Der Spiegel, Le Monde, and El País,
began to release a set of leaked U.S. em-
bassy cables. The following is a condensed
version of a detailed and fully document-
ed event study of the response to that dis-
closure.3 WikiLeaks, a site dedicated to
making materials leaked by whistleblow-
ers public, had published a series of items
from the Pentagon and the State Depart-
ment between April and November 2010.
The ½rst release, a video showing Ameri-
can helicopters shooting a Reuters pho-
tographer and his driver, exposed previ-
ously hidden collateral damage incurred
in the pursuit of insurgents. The video was
followed by the release of thousands of war
logs in which ½eld commanders described
conditions on the ground in Afghanistan
and Iraq. The disclosures were initially de-
scribed by the administration as highly
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damaging to the security of troops and
human rights workers, but as time passed,
formal Pentagon assessments sent to
Congress suggested that no such harm
had occurred.4 On November 28, Wiki-
Leaks and its traditional-media partners
began to release documents selected from
a cache of about 250,000 classi½ed cables
that U.S. embassies around the world had
sent to the State Department. In late No-
vember and December they published, 
in redacted form, a few hundred of these
cables. WikiLeaks’s decision to publish the
materials, including when and how they
were published, was protected by First
Amendment law. Indeed, precedents es-
tablished at least as far back as the Pen-
tagon Papers case support the proposition
that a U.S. court would not have ordered
removal or suppression of the documents,
nor would it have accepted a criminal pros-
ecution of WikiLeaks or any of its editors
and writers.5

Despite the constitutional privilege that
allowed WikiLeaks to publish the leaked
documents, American political ½gures
widely denounced the disclosures. More-
over, critics appeared to blame only Wiki-
Leaks, even though traditional outlets such
as The New York Times were providing ac-
cess to the same cables, and in the same
form. The most effective critic, Chairman
of the Senate Homeland Security Com-
mittee Senator Joseph Lieberman, urged
companies providing services to Wiki-
Leaks to cease doing so. Senator Lieber-
man issued his call on December 1, 2010,
following a well-crafted letter from the
State Department to WikiLeaks sent No-
vember 27, 2010. That letter did not take
the legally indefensible position that Wiki-
Leaks itself had broken the law. Instead,
it correctly asserted that the law had been
broken (by someone), insinuating that
WikiLeaks was the offending party. Not
surprisingly, implicated service providers
were among those who misread the let-

ter. In a critical move, PayPal discontin-
ued its service to WikiLeaks; a vice pres-
ident of the ½rm, commenting publicly,
pointed to the November 27 letter, not to
Senator Lieberman’s call, as the reason
that PayPal believed WikiLeaks had bro-
ken the law, thus triggering the ½rm’s de-
cision to stop payment service to Wiki-
Leaks.6 The State Department letter was
complemented by a series of public state-
ments that tried to frame WikiLeaks’s em-
bassy cable release as international ter-
rorism. Secretary of State Hillary Clinton
called the release of the cables “an attack
on the international community.” Vice
President Joseph Biden explicitly stated
that Julian Assange, the founder of Wiki-
Leaks, was “more like a high-tech terror-
ist than the Pentagon Papers.” Senator
Dianne Feinstein wrote a Wall Street Jour-
nal editorial calling for Assange’s pros-
ecution under the Espionage Act. Some
right-wing politicians simply called for
his assassination on the model of U.S.
targeted killings against Taliban and Al
Qaeda leaders.7

Against the backdrop of this massive
public campaign against WikiLeaks, Sen-
ator Lieberman’s December 1 public ap-
peal was immediately followed by a series
of service denials:

• December 1: Storage. Amazon removes
WikiLeaks materials from its cloud-
storage facility.
–Countermeasure: WikiLeaks moves stor-

age to ovh in France.

• December 2: DNS. Everydns, the dns

registrar serving the WikiLeaks.org do-
main, stops pointing the domain name
to WikiLeaks’s server.
–Countermeasure: WikiLeaks uses nu-

meric ip addresses updated through
Twitter and begins to rely more heav-
ily on WikiLeaks.ch dns as well as 
on mirroring by various volunteers
throughout the Net.



157

Yochai
Benkler

140 (4)  Fall 2011

• December 3, 5: Storage. French Minister
of Industry Eric Besson calls on ovh to
cease providing storage; by December 5,
ovh removes WikiLeaks content.
–Countermeasure: WikiLeaks moves

again, to Sweden, initially to the serv-
ers of the Pirate Party, a Swedish polit-
ical party, and later to a Swedish stor-
age provider.

• December 4: Payment systems. PayPal 
stops processing donations for Wiki-
Leaks,cutting off a major source of fund-
ing. A vice president of PayPal points to 
the State Department’s November 27 let-
ter to WikiLeaks as the reason PayPal 
concluded that WikiLeaks was acting 
illegally and terminated service.
–Countermeasure: No effective response.

WikiLeaks loses substantial revenue as
PayPal ceases to process donations.
Loss of revenue continues with the
credit card stoppages that follow.

• December 6: Payment systems. MasterCard
stops servicing WikiLeaks. The Swiss
Postal Bank closes Julian Assange’s per-
sonal account with the Swiss bank for his
failure to provide an adequate address.

• December 7: Payment systems. Visa joins
MasterCard. Bank of America discontin-
ues services ten days later.

• December 20: App store. Apple removes a
third-party app created to allow iPhone
users to access and search WikiLeaks
embassy cables.
–Countermeasure: WikiLeaks has no

possible recourse. However, apps for 
the Android smartphone were not re-
moved.

None of these companies was compelled
by legal order to deny services to Wiki-
Leaks. Indeed, under First Amendment
law, it would have been impossible for the
government or anyone else to obtain such
an order. That aspect of U.S. constitutional

law justi½es describing this set of events
as an attack on WikiLeaks. Put differently,
the service denials to WikiLeaks were the
result of an effort by the government to
shut down the site irrespective of the fact
that the law prohibited the government
from doing so. In private conversations, in-
dividuals within and close to the admin-
istration emphatically denied any back-
channel communications threatening or
cajoling the companies. These claims seem
plausible, and for purposes of analysis
here, I consider them to be true. My claim,
however, is based not on intent or the like-
lihood of conspiracy, but on effect. A pub-
lic media campaign against WikiLeaks, led
by top administration ½gures and some of
the most senior politicians in the presi-
dent’s party, triggered vigilante actions by
corporations that, unfettered by the laws
constraining public-sector responses, like-
ly saw themselves as acting in the nation-
al interest as they degraded the site’s ca-
pabilities. Regardless of how its actions
were perceived, WikiLeaks was engaged
in classic fourth-estate functions at the
core of freedom-of-the-press protections.
In order to guard against similar outcomes
in the future, it is important to understand
and correctly characterize the events
against the site as an attack on an impor-
tant practice in the networked commons.

From a technical perspective, the attack
was largely unsuccessful. The site proved
enormously robust, using the core modes
of networked resilience, namely, redun-
dancy and decentralized cooperation.
When WikiLeaks.org was denied dns ser-
vice, the site used a range of numeric ip
addresses circulated on blogs and Twitter.
It moved through a series of non-U.S.
domains, the most important of which
was the Swiss domain name WikiLeaks.ch.
The Swiss dns service provider, Switch,
refused to capitulate to pressures to cease
service to WikiLeaks. When cloud storage
was denied in the United States, the site
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moved ½rst to France, where service was
again denied under pressure from the
French government, and then to Sweden.
Moreover, thousands of mirror sites
sprang up to permit access to the docu-
ments that had been released up to that
point. However, where the system was not
Internet based, as in the case of the iPhone
app, it was impossible to replace. Nonethe-
less, the relative insigni½cance of the app,
as long as an open Internet alternative ex-
isted, minimized the importance of that
pathway. However, the fact that the Wiki-
Leaks app was not easily replaceable pro-
vides an important indication of how vul-
nerable information is when available only
over an iPhone or iPad-accessed network;
the open Internet, by contrast, is robust. 

Targeting WikiLeaks’s business sys-
tems proved much more successful as a
line of attack. WikiLeaks, which depends
on donations from supporters to fund its
operations, apparently lost 80 to 90 per-
cent of its revenue stream in the ½rst two
months of the attack, and only gradually
was able to create a set of proxies for re-
ceiving donations.8 As was the case with
the iPhone app, in the absence of a com-
petitive market to offer signi½cant redun-
dant pathways for payment systems, per-
suading two or three companies to deny
service was suf½cient to severely hamper
the site’s payment operations. Whether 
a targeted site is a nonpro½t dependent
on donations or a for-pro½t or low-pro½t
enterprise funded by transactions or ad-
vertising, an attack on the business sys-
tems a site depends on for ½nancing ap-
pears harder to avert. This particular attack
on payment systems seems to derive from
the war-on-terror rhetoric applied to Wiki-
Leaks as well as from a decade-old program
established to compel payment and ½nan-
cial services ½rms to shut off funds flow-
ing to terrorist organizations.9

The attack on WikiLeaks largely failed
to achieve its goals. If it was aimed to pre-

vent people around the world from ac-
cessing the leaked materials, it failed. The
materials were made available on both
distributed mirror sites and the sites of
traditional media partners, whose public
visibility seems to have made them invul-
nerable to the kind of informal, extra-
legal pressure that worked to deny service
to WikiLeaks. If it was aimed to discredit
the reports, it clearly failed here because
WikiLeaks’s partnership with traditional
media helped raise visibility and add cred-
ibility to the documents. The technical as-
pect of the attack failed almost entirely:
redundancy and the ability to move from
one country to another allowed for robust
storage, and the creation of thousands of
mirror sites by individuals around the
world made DDoS and dns attacks inef-
fective. 

Moreover, not all ½rms folded as easily
as Amazon, PayPal, MasterCard, and Visa.
Refusing to follow the U.S.-based Every-
dns, the Swiss dns registrar continued
to point to WikiLeaks.ch. Twitter declined
to respond to document requests until sub-
ject to subpoena. Google did not remove
related apps from the Android system or
drop WikiLeaks results from its search
engine. The success of an attack that relies
on public pressure and a legal void in
which to act depends on service provid-
ers’ concern about being perceived as help-
ing the targeted site; this concern must
outweigh the providers’ interest in main-
taining their image as providers of robust,
incorruptible services to the Internet-
using public. Thus, the new form of in-
formal, extralegal attack can be only par-
tially effective if not all service providers
are on board. Nonetheless, the denial of
payment systems greatly affected Wiki-
Leaks’s cash flow and was likely the 
most effective and dangerous aspect of
the attack. 

This new pattern of attack (a) targeted
an entire site; (b) was carried out through
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denial of service by commercial service
providers of critical technical and busi-
ness capabilities; and (c) circumvented
constitutional protections by creating an
extralegal public-private partnership for
censorship, using the inapplicability of
constitutional limitations to private com-
panies together with the relatively loose
regulation of the standard-form contracts
that govern the relations between service
providers and their customers. 

The WikiLeaks affair might properly
have been dismissed as a one-off set of
events if not for a similarly structured at-
tack at the center of copyright legislation
introduced in the Senate since late 2010.
The protect-ip Act is the most recent
iteration of the U.S. copyright industries’
seventeen-year-long drive to enlist vari-
ous intermediaries and service providers
of networked facilities to enforce their
rights through law and public policy.10

Beginning in the Clinton White House
with a 1995 white paper11 and culminat-
ing with the Digital Millennium Copy-
right Act (dmca) of 1998,12 the indus-
tries sought to create a set of liabilities
that would lead Internet service provid-
ers (isps) and Web-hosting companies to
remove infringing materials. The safe
harbor notice and takedown procedures
adopted in the dmca represented the set-
tlement of the ½rst half-decade of policy-
making in this ½eld. Under these provi-
sions, pure telecommunications carriers
were excluded from the requirements of
policing content. Providers of caching,
Web-hosting, and search engines and
Web directories were required to have a
procedure in place for receiving notices
regarding speci½c offending materials, and
for taking down those materials; but they
were not required to search out such con-
tent themselves or to block entire sites. 

The following decade witnessed a leg-
islative stalemate. On the one hand, the

content industries hoped to expand con-
trol over materials on the Net in order to
preserve and increase their revenues. On
the other hand, a coalition of computer,
software, and communications business-
es that pro½ted from the free flow of
information and cultural goods online,
together with civil society organizations
aiming to preserve a space for a cultural
commons, was concerned that efforts to
impose controls would hamper the open,
creative, participatory structure of the net-
worked environment. While Republicans
seemed less responsive to pressures from
Hollywood, since 2006, Democrats con-
trolling the Senate have pushed through a
slate of laws designed to implement the
Motion Picture Association of America’s
long-standing agenda. Most pertinent are
the Prioritizing Resources and Organiza-
tion for Intellectual Property Act (pro-ip
Act) of 2008, which created an ip czar in
the White House and funded additional
resources for criminal copyright enforce-
ment,13 and provisions in the Higher Edu-
cation Opportunity Act of 200814 that re-
quired colleges to redesign their networks
and develop offerings to protect the
interests of Hollywood and the recording
industry against their students. These laws
include the two main elements of the bills
currently under consideration: that is, they
expanded the involvement of criminal en-
forcement authorities in what was tradi-
tionally an area of private commercial law,
and they used state leverage to harness
private platform providers to enforce the
interests of the copyright industries. 

Unlike the settlement of the 1990s, the
most recent set of bills targets not offend-
ing content, but offending sites. While the
dmca focused on speci½c documents that
violated copyright, new legislation–in the
same vein as the WikiLeaks case–seeks
to take out entire sites, speci½cally those
de½ned as primarily dedicated to unau-
thorized distribution of copyrighted ma-
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terials. It also substantially expands the
set of addressees who are enlisted to aid
the content industries. In addition to car-
riers, caching providers, and Web-host-
ing companies (which, in today’s incar-
nation, cover cloud-storage facilities), the
new bills cover dns providers, advertis-
ing providers, and payment systems such
as PayPal or credit card companies. From
a procedural standpoint, the newest bills
combine elaborate procedures that would
allow a court order against sites or domain
names not subject to U.S. jurisdiction,
with subtle efforts to harness and formal-
ize the extralegal public-private partner-
ship exhibited in the WikiLeaks affair. 

Introduced in September 2010 as the
½rst bill in this series, coica clearly iden-
ti½ed its target as sites that have “no de-
monstrably commercially signi½cant pur-
pose” other than providing access through
downloading, streaming, or linking to un-
authorized materials. The breadth of the
de½nition, however, captures much more,
including “providing access to any goods
or services in violation of the Copyright
Act” or enabling a violation. The more
tightly de½ned target is only an example of
this broader set. For instance, the broad-
er de½nition would include a creative site
dedicated to anime music videos that pro-
vides the underlying songs, as is so often
the case with the genre, in full or in sub-
stantial part–even though the work is
transformative. The breadth of coverage
becomes clearer when considering the
blacklist described below; developed by a
copyright industry ½rm in June 2011, the
list included Archive.org and distribution
of basic technical tools such as BitTor-
rent. Here, my point is not to challenge
the de½nition, but to outline the method
of attack on sites targeted under the pro-
posed law. coica empowers the Attor-
ney General–the same government divi-
sion that the 2008 legislation bolstered–

to enforce copyright through criminal law.
If the Department of Justice determines
that a given domain name is associated
with a site that falls under coica’s de½-
nition of unlawful behavior, it can peti-
tion for a court order that would obligate
dns providers in the United States to
stop resolving the domain; or, if the do-
main is registered with a dns provider
used by U.S. customers but not subject to
U.S. jurisdiction, any U.S. service provid-
er, isps in particular, is required to take
reasonable measures to prevent the do-
main name from resolving to the offend-
ing site. Moreover, “½nancial transaction
providers” are required to cease servicing
the site and enforce their copyrights to
prevent the site from using their logos.
Finally, contextual advertising providers
are required to stop serving ads to the site.
The innovations embedded in coica, rel-
ative to prior legislation, are (a) the in-
troduction of a broad-based attack at the
site level, rather than removal of discrete
documents, and (b) the harnessing of pay-
ment systems and advertising to deny eco-
nomic viability to the site. In this sense,
coica presaged the attack on WikiLeaks
through the payment system.

Another element of the original coica

was its particularly crisp platform for
extrajudicial enforcement. Although the
original has since been abandoned in fa-
vor of more subtle versions, the original
form crystallizes the intent of the later
versions. In its initial form, coica re-
quired the Attorney General to “maintain
a public listing of domain names that,
upon information and reasonable belief,
the Department of Justice determines are
dedicated to infringing activities but for
which the Attorney General has not ½led
an action under this section.” The thresh-
old for designation as an offending site is
extremely low: the Department of Justice
simply must allege “upon information
and reasonable belief” that a site is dedi-
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cated to infringing activities. This provi-
sion invokes standard language used in
litigation to indicate the minimum level
of knowledge required for plaintiffs to
sustain a complaint without subjecting
themselves to sanctions; it suggests a
generalized suspicion more than a real
investigation. Once a site is blacklisted,
dns service providers, isps, payment sys-
tem providers, and advertising providers
are immunized from liability if they deny
service to the site listed as offending.

Note that the technique employed here
is similar to the one utilized in the attack
on WikiLeaks. The evidentiary threshold
for state designation of a “bad actor” is
well below what would be necessary to
obtain judicial approval of that actor’s
“badness.” For this reason, the statute
cannot demand that private third parties
comply with the enforcement efforts.
Nonetheless, this substandard designa-
tion of bad-actor status can be used to
pressure private service providers into
acquiescence. By combining the extra-
judicial designation with immunity for
½rms that discontinue service to the tar-
geted sites, the state increases the likeli-
hood that private parties will comply.
The promise of immunity both expresses
the state’s expectation that cooperative
private providers will, in fact, act against
the designated entities and minimizes
the risk and cost of doing so. The immu-
nity creates the legal void necessary for
vigilante enforcement and shows that
such actions are desirable to the state. By
contrast, the targeted site owner’s de-
fense becomes expensive. The procedure
proposed would not create a legal black
hole: the Attorney General was required
to create mechanisms for allowing site
owners to challenge their blacklisting
and to appeal an unfavorable decision 
to a reviewing court. But the process re-
verses the normal presumptions of inno-
cence. The “bad actors” blacklist, coupled

with immunity, allows the state to place
substantial pressure on sites deemed of-
fending without obtaining a judicial deter-
mination prior to triggering the attack. 

What makes this form of attack so wor-
risome? Ultimately, cases will be subject
to judicial review, and if the court rules
that the closure is unjusti½ed, it will be
lifted. The problem is that this procedure
allows for effective elimination of reve-
nues and technical access for lengthy pe-
riods pending review. Because there is no
speci½c order or process prior to black-
listing, a site can ½nd itself technically in-
accessible and unable to use payment sys-
tems or advertising. Unless a site can im-
mediately reestablish a backup presence
–that is, use the redundancy of multiple
sites–it will likely be economically dead
by the time it can challenge the listing. 

In combination, coica expands the
vectors of attack to include payment sys-
tems and advertising networks and pro-
vides an extralegal avenue of attack with-
out prior judicial approval that can be
sustained for an unspeci½ed period while
administrative and judicial appeals are
pending. These elements largely, though
not completely, enable the state to cir-
cumvent or severely curtail the require-
ments of legality and the protections of
procedure. 

The Senate abandoned this explicit
entanglement of the state in extralegal en-
forcement. The procedure was replaced by
an immunity provision that created space
for private enforcement of the multi-
system attack. In the revised bill, the pro-
vision simply states: “No domain name
registry, domain name registrar, ½nancial
transaction provider, or service that pro-
vides advertisements to Internet sites
shall be liable to any person on account of
any action described in this section vol-
untarily taken if the entity reasonably be-
lieves the Internet site is dedicated to
infringing activities.” The promise of
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immunity creates a legal space for infor-
mal pressures on advertising and ½nan-
cial services ½rms to deny services to
potentially offending sites. It effectively
invites private entities to create blacklists
of their own. Similar to the reasonable
belief envisioned in the original coica

bill, those lists could provide the justi-
½cation for blocking targeted sites. 

The current draft of the protect-ip
Act replicates this latter approach. It ex-
pands on coica by (a) creating a private
right of action, which gives the copyright
industries the power to initiate and en-
force the attacks and (b) making the im-
munity provision applicable with regard
to any site accused, rather than only non-
U.S. sites, as was the case in coica. Sec-
tion 5 of the protect-ip Act immunizes
any service provider that in “good faith
and based on credible evidence has a rea-
sonable belief that the Internet site is an
Internet site dedicated to infringing activ-
ities.” This weak standard encourages the
creation of industry-maintained black-
lists to implicate sites allegedly engaged
in offending activities. In turn, the legal
immunity creates the perfect context for
putting pressure on private infrastructure,
payment systems, and advertising pro-
viders to deny service to the blacklisted
sites. Not surprisingly, in June 2011, less
than a month after publication of the most
recent iteration of this type of immunity,
the advertising ½rm GroupM, whose cli-
ents include Universal Music, Paramount,
and Warner Bros., developed a blacklist
of more than two thousand sites to which
it would not serve ads.15 The list report-
edly includes sites that indeed appear to
provide primarily illegal downloads as
well as sites whose practices are clearly
non-offending, such as Archive.org and a
broad range of basic technology sites that
could, in principle, be used for ½le shar-
ing.16 Reliance on such a list is unlikely to
fail the “good faith and based on credible

evidence” test of “reasonable belief” set
out in the protect-ip Act. This makes
the blacklist, however imperfect, a base
from which to launch an extrajudicial at-
tack on payment systems, contextual ad-
vertising, dns, and other technical servic-
es of these sites, entirely circumventing
the procedural and substantive protec-
tions embedded in the Copyright Act and
the federal rules of civil procedure.

The years 2010 and 2011 have witnessed
the introduction of a new pattern of at-
tack on controversial websites, one that
involves both the state and major private
actors in a public-private partnership
formed to suppress offending content.
WikiLeaks publishes content that is of
primary concern to the state; the suppres-
sion of such content is prohibited by the
First Amendment. The attack on the site
sought to circumvent constitutional pro-
tections by applying informal pressure
(which is not reviewable under the Con-
stitution) to private actors (who were not
subject to constitutional constraints) to
further the state’s objective of suppress-
ing the publication of the materials in
question. protect-ip represents the in-
verse of this public-private partnership for
censorship. Here, the interests are those
of certain segments of the business com-
munity–the copyright industries–seek-
ing to use the state to help harness other
private actors to enforce their interests. 

The elements common to both methods
of attack are the denial of business and
technical systems and the use of extra-
legal or very weakly legally constrained
forms to designate the target of attack
and to de½ne the pattern of denial of ser-
vice. The effect is to dispense with, or at
least limit, the procedural and substan-
tive protections afforded to targeted sites,
and to degrade, if not completely pre-
vent, the operations of the organizations
that use the site. All this is achieved with
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practically no need for judicial approval
before the action, and with only relative-
ly expensive and slow judicial review while
the attack is ongoing. 

The features of the attack are eerily
familiar. They are the common charac-
teristics of what was described as early 
as September 24, 2001, as “the ½nancial
front in the Global War on Terrorism.”17

The coica model for designating bad
actors to be blocked by private parties
replicates the model developed in 2001
that allowed the Treasury Department to
designate “blocked persons,” a label that
triggers obligations by banks and others
to freeze assets and deny further use of
payment systems. Administrative desig-
nation without need for judicial order, or
weak-to-nonexistent procedural protec-
tion for targets, combined with the use of
private business systems providers to

execute the goals of the state is rooted in
the model developed for the “war on ter-
ror” of the ½rst decade of the 2000s. This
model now appears to be introducing
two new elements into much more mun-
dane areas of social policy and organiza-
tion. The ½rst is the use of extrajudicial
models for designating targets for attack.
The second is harnessing private actors,
in particular business and ½nancial sys-
tems providers, to choke off fund flows
to suspected organizations. Setting aside
debates over whether those elements can
be justi½ed when the targets are suspected
terrorist organizations, observing them
metastasize to the civilian part of normal
political and economic life in a democrat-
ic, networked society is extremely trou-
bling and should be resisted–politically,
legally, and technically.
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Poems by Michael Longley

Puff-Ball

When we picked mushrooms at midnight
Among intersecting fairy rings,
You said moonlight had ripened them.

Later I found the moon’s image–
The full moon’s–a giant puff-ball
Taking shape as in a low cloud.

Notebook

Why did I never keep a notebook
That ½lled up with reed buntings
And blackcaps and chiffchaffs, their
Songs a subsong between the lines?

Early April. I am seventeen.
Under an overhanging whin bush
I have spotted linnets building.
A robin has laid her ½rst egg.

165140 (4)  Fall 2011



Firewood

Out of the darkness and
Up the spiral staircase
I am carrying logs, 
An armful every day,
Firewood for winter when
I shall not be here–wild 
Fig perhaps–white sap
For curing warts, scrotum-
Concealing leaves–blackthorn,
Chestnut–for all I know–
From the skinny waterfall,
Antique olive branches,
Sycamore, mulberry–
At the back of the wood pile
Underneath the casa
Logs that will never burn
Disintegrating year
By year, forgetfulness,
Woodlouse, scorpion.
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Tongue Orchid

I pass the ½rst dilapidated 
Chestnut that holds in its leaves
The waterfall’s hurlygush,
When you call me back
Through tangles of paradise
Lily, bastard balm,
Nightshade, vetch to our very
First wasp-seducing 
Tongue orchid, brownish red
Napkins neatly folded 
As for a love-feast: 
Why can’t we ½nd a name
For purple candelabra 
And dusk-stars like signals
To amorous ½reflies, yet
So white in their thicket
They mark the path ending
And things coming to an end?
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