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Over the past two decades, advances in digital technologies have begun to transform 
three aspects of mental health care. The use of sensors and artificial intelligence (AI) 
have provided new, objective measures of how we think, feel, and behave. The ease 
of connecting and communicating remotely has transformed the brick-and-mortar 
practice of mental health care into a telehealth service, increasing access and conve-
nience for both patients and providers. And the advent of digital therapeutics, from 
virtual reality for treating phobias to conversational agents for delivering structured 
therapies, promises to alter how treatments will be delivered in the future. These digi-
tal transformations can help to solve many of the key challenges facing mental health 
care, including access, quality, and accountability. But digital technology introduces 
a new set of challenges around trust, privacy, and equity. Despite high levels of in-
vestment and promotion, there remain profound questions about efficacy and safety 
of digital mental health technologies. We share our experiences from the front lines 
creating digital innovations for mental health, with a focus on what a digital trans-
formation of care could deliver for millions with a serious mental illness.

A nna was a high school history teacher arrested while buying heroin late 
one night in a rough part of town, not far from the school where she had 
been teaching. After a very difficult night of unrelenting withdrawal symp-

toms in a holding cell under the court, she was finally arraigned before the judge. 

I felt so ashamed and disgusted. I was standing before a judge, trying my best to look 
put-together at 9:30 am on no sleep and serious dope sickness setting in. I knew my 
principal and students would be wondering where I am. I knew my husband would 
be worried I was dead. I couldn’t help having the morbid thought that he would be re-
lieved to learn I was in jail and hadn’t overdosed. I felt so ashamed. But most of all, I 
felt ashamed that my most constant thought was fixing.1

Anna was able to negotiate for court-mandated detox and outpatient treatment. 
As her husband drove her to the hospital to be admitted for detox, she resolved to 
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him and to herself that this was the time she was going to stick with it. But Anna 
had made similar resolutions in the past. Her addiction began as self-medication 
for the pain of depression. And her depression, with its deadening sense of dread 
and despair, had dogged her since childhood. 

Anna grew up as a lonely kid with few friends and meager attention from her 
parents. As a teen, she gravitated toward alcohol to help her cope with her grow-
ing self-consciousness. When depression became a crushing problem in college, 
she found little relief from antidepressants. She found that opiates helped her re-
lax and even make friends. By the time Anna got her first job, opiates had become 
a constant companion. She budgeted part of her salary for drugs. Over time, she 
transitioned from ingesting pain pills to injecting heroin, with its more rapid ef-
fects and lower price.

America faces a mental health crisis. This crisis was apparent before the 
COVID-19 pandemic, but the months of lockdown, job loss, and uncer-
tainty exacerbated the trend, especially for young people. Outcomes for 

those with serious mental illness, like Anna, are dire, with high levels of incarcera-
tion, homelessness, addiction, and unemployment. Americans with serious men-
tal illness (including schizophrenia, bipolar disorder, and severe depression) die 
twenty-three years earlier than those without, not just from the sorts of causes we 
associate with mental illness, such as suicide, but from untreated common med-
ical illnesses like pulmonary disease and diabetes.2 In fact, as of September 2022, 
more than ten times as many Americans under age thirty have died “deaths of  
despair” (suicide and overdose deaths) as have died from COVID-19 since January 
2020.3 If we consider the 14.2 million Americans with serious mental illness as a 
minority group, their rates of mortality, unemployment, homelessness, incarcer-
ation, and violent interactions with the criminal justice system would place them 
as our lowest caste, our “untouchables.” Tragically, there has been little recogni-
tion or reckoning of their needs, leading one of us to call this the Jim Crow era for 
serious mental illness.4

A challenge in addressing this mental health crisis is the limited number of 
well-trained clinicians. The gap between the demand for services and the sup-
ply of clinicians is a global problem. Even in the developed world, where we are 
spending unprecedented sums of money for mental health care, less than half of 
those who would benefit from care are in treatment. And for those who are lucky 
enough to receive care, the treatments they receive are often of poor quality, yield-
ing disappointing results. Of course, the combination of high costs and bad out-
comes points to a profound injustice, but it also reveals space for innovation. The 
multimillion-dollar lifetime cost for treatment for a patient like Anna is mere-
ly one of many signs that improved care could unlock significant value for her, 
for society, and for those financially responsible for her care.5 Other domains of 
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medicine are experiencing transformational trends in response to technological 
breakthroughs (such as the shift to personalized, or precision, medicine). Is there 
likewise an opportunity to innovate in mental health by leveraging technological 
advances to improve outcomes at lower costs? Where is the opportunity and what 
tools could make a difference for Anna? 

There are no laboratory tests for bipolar disorder, schizophrenia, or depres-
sion. In contrast to other areas of medicine that rely on invasive diagnos-
tics, mental health diagnosis mostly relies on pattern recognition by an 

experienced clinician based on communication and observation. The disorders 
are defined by canonical collections of psychological and behavioral signs and 
symptoms. The diagnostic process is subjective, and the diagnostic labels repre-
sent clinical consensus of how symptoms and signs clump together. 

Just as the field lacks objective tests for diagnosis, the treatments have neither 
the surgical interventions nor the curative medications found in other areas of 
medicine. Mental health treatment typically aims for changes in behaviors and 
improvements in well-being via skill building, psychological insight, and, often, 
medication. Most clinicians believe the healing relationship is key to treatment, 
but relatively few psychiatric treatments require that the patient and the provider 
sit in the same room or even on the same continent. In that sense, mental health 
care should be the most scalable of health treatments. 

The co-occurring revolutions in digital connectivity, data science, and mobile 
technology have provided fertile ground for innovation in mental health care. We 
are still in the early phases of this digital mental health revolution, but some of the 
promises and some of the challenges have already become apparent. The first ma-
jor transformation has been the shift of mental health care from brick-and-mortar  
offices to an online service, where a “consumer” can purchase medication or psy-
chotherapy with a click and receive timely treatment delivered right to their home. 
Some of the nation’s largest providers of mental health care are online companies 
that did not exist five years ago. For people who live in remote areas or cannot take 
time off work to visit a clinic, this shift to remote care has democratized access, 
increased convenience, and often lowered costs and treatment delays compared 
with the traditional clinic-based model.

In a sense, the shift from brick-and-mortar to providing the same care via a 
tablet or laptop is hardly revolutionary. This shift, which might be considered 
Telehealth 1.0, introduces a realm of possibilities for transforming care by analyz-
ing the audio and visual signals from sessions themselves. For example, artificial 
intelligence (AI) now allows for automated, real-time analysis of the most sub-
tle aspects of facial expressions, speech, voice, and movement, enabling the sort 
of pattern recognition required to accurately assess anxiety and depressed mood, 
blunted emotional expression and impaired cognitive functioning, and even acute 
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suicidal risk.6 These computational models provide the possibility of objective 
and precise measurements of the symptoms and signs that clinicians traditionally 
assessed subjectively by observation in an office. Given the economic advantages 
of software-based solutions over expensive clinician time, it is no surprise that the 
largest tech companies in the world, along with well-funded venture-backed tech 
start-ups, are building Telehealth 2.0.

But technology has also introduced a set of challenges for privacy, data pro-
tection, and quality of care. For people who were previously unable to access care 
or may have only received treatment while incarcerated or through emergency 
psychiatric services, these issues may seem to be acceptable costs of progress. But 
during this first phase of innovation and disruption, much more needs to be done 
to ensure trust in digital mental health care interventions, especially in the ab-
sence of a regulatory framework or widely accepted industry standards for priva-
cy or data protection. A high-profile case or two of lax security (let alone deliber-
ate malfeasance) may be all that it will take to derail the progress represented by 
so many well-intentioned efforts to leverage technological breakthroughs for the 
benefit of patients and health care providers. 

Concerns about privacy and data protection may ultimately be addressed 
through better technology that can, for instance, encrypt communications with 
a therapist or analyze data within a device rather than sharing across a network.7 
But the third concern, quality, will require more than a technological fix. Improv-
ing quality, not just increasing access, will be essential if the digital mental health 
revolution is going to improve outcomes and resolve the mental health crisis. 

There are then two steps to addressing the mental health crisis with technology. 
One step focuses on increasing quality by improving measurement. Better data can 
lead to better care. The second step innovates on treatment itself, using digital tools 
to create new interventions that improve quality and ensure better outcomes. 

Existing measurements of psychiatric illnesses are designed both to capture 
broad trends in symptoms and functioning over weeks or months and to 
put people into diagnostic categories. There has historically been no mental 

health equivalent to continuous glucose monitoring for diabetes or arrhythmia de-
tection in cardiovascular disease. Not only do we lack biological diagnostic tests for 
mental illness, but mental health clinicians have largely failed to use existing mea-
sures (such as validated clinical surveys) to assess mood, cognition, and behavior, 
the basic components of mental health that are adversely affected by mental disor-
ders. One study found that fewer than 20 percent of clinicians measure treatment 
progress with validated rating scales of symptoms.8 The lack of quality metrics re-
inforces a culture that has historically relied more on intuition than data. 

One innovative approach to improving measurement has come to be known 
as digital phenotyping, a method that applies machine learning algorithms to data 
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obtained from connected devices, such as smartphones or “wearables” (like the 
Apple Watch or Oura Ring), to measure psychological health in a continuous, ob-
jective, ecologically valid manner.9 In this framework, computational algorithms 
infer the signs and symptoms of mental illness, which a clinician would tradition-
ally assess using patient self-report or direct observation in a clinical setting. For 
example, while a clinician may ask a patient about social isolation, data from a 
smartphone may reveal aspects of social activity directly through the record of 
calls, messages, or social media engagements. Likewise, smartphone and wear-
able data may serve as a more accurate and ecological measure of sleep or activity 
than a person’s own recollections.

Other examples of digital measurement include analysis of speech from voice 
samples for evidence of depression and anxiety, facial recognition software that 
infers mental status, eye-tracking software that detects PTSD, pupillometry for 
stress measurement, and analysis of social media content for relapse detection in 
youth with psychotic disorders.10 

Digital phenotyping even shows promise for patients with serious mental ill-
ness, which is associated with characteristic departures from the basic daily pat-
terns of life.11 For Anna, relapses were characterized by increasing social with-
drawal and increased sleep, which lend themselves to the sort of pattern recog-
nition for which machine learning algorithms have proven to be effective.12 This 
pattern recognition suggests the potential for a mental health “check engine” 
light that can identify the earliest signs of decompensation or relapse.

The insights produced by digital phenotyping can be useful to patients like 
Anna who are trying to understand connections between their rapidly chang-
ing mental states and their self-destructive behaviors. Anna noticed, for exam-
ple, that poor nights of sleep and reduced social interaction were often followed 
by worsening depression and an increased urge to use opiates. When used in this 
way, digital phenotyping data can increase patient agency and prevent relapses.

Telehealth, including the digital delivery of psychotherapy, was one of the 
first technological innovations in mental health care. And evidence-based 
psychotherapy, such as cognitive behavior therapy, delivered via video-

conferencing technology as well as text messaging, has been shown to deliver re-
sults comparable to in-person treatment.13 Although fully digitized versions of 
psychotherapy (“digital therapeutics”), in which a chatbot or video game deliv-
ers psychotherapy, represent a massively scalable opportunity to provide access to 
treatment in the remotest of areas, many studies have shown limited engagement 
unless there is a “human in the loop.”14

Since the time of Sigmund Freud, psychotherapy has been delivered in hour-
long sessions (the so-called fifty-minute hour), most often once or twice per week 
(or five times per week in classical psychoanalysis). However, there has been little 
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research to evaluate whether fifty minutes once a week is better than ten minutes 
five times a week or twenty-five minutes twice a week. A patient receives a course 
of treatment in fixed doses on a fixed frequency: you see your therapist on Thurs-
day at 2 p.m. because that is the scheduled time, not because that is when you need 
help most or when an intervention is most likely to be of benefit. This is an exam-
ple of a tradition-based, rather than an evidence-based, approach. 

Digital mental health tools can in principle be deployed in any dose quanti-
ty and frequency, including on-demand. This presents the possibility that digi-
tal innovation might increase the efficiency of treatment: that is, the right treat-
ment at the right time for every patient. For example, nightmares and restlessness 
are not only cardinal symptoms of post-traumatic stress disorder (PTSD), but are 
also thought to reinforce and exacerbate the disorder. Smartwatch technology 
that uses sensor algorithms to detect circadian disturbance in patients with PTSD 
has been developed. When a disruption in deep sleep is detected, such as during a 
nightmare, the watch gently vibrates to wake the patient, resulting in a reduction 
in PTSD symptoms and severity.15 

In one recent study (coauthored by Aranovich), smartphone-based continu-
ous measurement of mental health status powered a “precision digital therapeu-
tic” for depression. That is, evidence-based psychotherapeutic content was sent 
to patients via a smartphone in response to real-time behavioral sensing in an at-
tempt to match the therapeutic content to the patients’ context at that moment. 
The same behavioral sensing was then used to measure the impact of each be-
havioral suggestion, such that this “closed-loop” digital therapeutic became bet-
ter and more tailored to the individual user with time. This led to significant im-
provements in outcomes compared with treatment as usual in a randomized con-
trolled trial.16

Other examples of effective digital interventions include conversation bots 
that deliver psychotherapy interactively, virtual reality software that enables ex-
posure treatment for phobias such as acrophobia, and cognitive games that treat 
attention-deficit hyperactivity disorder (ADHD).17

The technology-driven transformations of how we communicate and interact 
enable more effective information sharing between all parties involved, including 
the patient, family members, and members of a patient’s treatment team, leading 
to better integration of care. And for providers, better integration and tracking, 
when combined with better measurement, yield the feedback needed to improve 
the quality of care. The combination of mobile interventions, improved care 
management, and digital phenotyping can help create a learning health system in 
which care improves continuously based on outcomes. 

While the potential is great, clinicians have historically been slow to adopt new  
technologies. In part, this may reflect the conservative guild culture of medicine, 
which is understandably wary of innovation that lacks adequate evidence of ben-
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efit documented in reputable sources. But this is also a result of the technologist’s 
inability to understand and adapt to the nature of the health care industry and 
their end users: patients and clinicians. As an example, when we first launched 
our text message–based clinical service, Anna’s clinical team was quick to point 
out that they could not bill insurance companies for interactions with patients 
that are carried out via text message, rather than in person or even by telephone. 
Innovators who have worked to understand and adapt to the complexity of the 
health care industry, rather than attempt to supplant it, have generally been the 
most successful in integrating into the care of patients.

There are currently multiple digital mental health “unicorns,” privately 
held companies worth over $1 billion. Investment in this space has grown 
rapidly, including more than $5.1 billion invested in 2021 alone. Technolo-

gies for remote digital measurement and care delivery are beginning to integrate 
into all levels of mental health care. Both patients and clinicians are beginning to 
expect convenient, tech-enabled care. The pandemic has led to a surge in both the 
prevalence of mental illness and demands for treatment. People are increasingly 
engaging in mental illness prevention and seeking care across the severity spec-
trum, from personal daily well-being via meditation apps to direct clinical care. In 
many cases, lay people rather than clinicians have found novel applications of new 
technology for mental health. The proliferation of online support groups offers 
one compelling example. Peer communities that traditionally have limited access 
to traditional mental health services have consistently harnessed technology to 
build networks of peer-to-peer support that traverse geographic boundaries that 
have traditionally left such individuals isolated and lonely.18 The emergence of so-
cial virtual reality is a good example: this innovation has led to the proliferation 
of peer-to-peer virtual reality groups ranging from mindfulness meditation and 
LGBTQ meetups to Alcoholics/Narcotics Anonymous. 

Has the hype and unprecedented investment in innovation had an impact on 
population health? Our answer: not yet. As detailed above, technological advanc-
es have led to a significant increase in access to mental health treatment via tele-
health. And digital interventions represent a real opportunity to address the qual-
ity crisis via improved measurement. However, adoption has been limited, and 
very little of the enormous investment in mental health technology has targeted 
the treatment of severe mental illness.19 There may be many reasons for this. The 
nature of venture-backed technology development may reward easy wins over 
solving large, entrenched problems. Automated guided meditation apps, sleep 
apps, or therapy chatbots have certainly received more support than clinical ser-
vices that target people with serious mental illness. However, such innovations 
may have limited effect, even in relatively healthy people, without the integration 
of human relationships to create accountability and drive behavior change. 
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There has been both a wish and a worry that novel health care technologies will 
replace health care workers. Since labor is the most expensive and least scalable 
input to care, replacing clinicians with apps means more efficient, cheaper care, 
ceteris paribus. In certain areas of medicine, particularly those involving analysis  
of images (like radiology and pathology), for which advances in computer vision 
are naturally suited and machines may be more efficient than physicians, the con-
cern among workers may be justified. But efficiency itself does not always lead 
to improved care or outcomes. Indeed, technological innovations that are intro-
duced to clinical care to reduce costs and increase efficiency may negatively im-
pact patient care rather than improve it.20 

In the case of mental health, there is little chance of technology replacing hu-
mans in care delivery anytime soon. As detailed above, there are already hundreds 
of apps that deliver computerized versions of psychotherapies, such as cognitive 
behavior therapy, that have traditionally been delivered by humans. And there are 
chatbots and therapeutic video games that deliver care without another human in 
the loop. But digital therapeutics have yet to gain widespread adoption, and the 
demand for therapeutic apps has mostly been focused on filling gaps in the exist-
ing system, such as providing a care option for patients stuck on long waitlists. 
And though we view improved measurement as a promising use case for digital 
solutions, the accurate diagnosis of a complex mental illness is likely to remain 
the territory of trained clinicians with access to digital data.

Further, the rote, manualized parts of care that are most amenable to digiti-
zation may only account for a small portion of the variance in clinical outcomes. 
Across populations, numerous studies have shown that the factors that most in-
fluence outcomes are grounded in human relationships characterized by empa-
thy, warmth, accountability, congruence, and therapeutic alliance, all of which 
are difficult to digitize.21 Even simple but profound aspects of care like medica-
tion adherence are largely influenced by the quality of the relationship between 
the clinician and their patient.22 

Some of the most exciting technological innovations of the early twenty-first 
century are attempts to facilitate new types of human connection by removing 
geographic barriers. Internet-based peer-to-peer support groups, for example, 
have been shown to provide meaningful clinical care for diverse populations that 
are limited in their mobility or resources, including patients with cancer, new par-
ents, LGBTQ youth, and people with serious mental illness.23 Which parts of the 
clinical interaction can be automated through improved conventional artificial 
intelligence and which require human interaction remains an open and important 
question.

While many of the digital mental health tools of the past decade have intention-
ally removed human therapeutic connections in favor of apps, many of the innova-
tions that have emerged in areas as diverse as conversational AI, digital monetiza-
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tion, video conferencing, virtual and augmented reality, and wearable sensors can 
be similarly utilized to enhance the human elements of therapy and connect the dis-
parate groups and individuals involved in care. They need only be put in the right 
hands to improve human connections rather than attempt to supplant them. 

Every surge in innovation introduces new risks as well as new opportunities. 
Entrepreneurs understand that start-ups are high-risk ventures, with most 
failing or pivoting from their original mission. But when a mental health 

start-up fails or changes course, the consequences can be dire: for patients like 
Anna who may be abandoned, for patients’ privacy if data are breached, and for 
providers who may lose their livelihoods. While “move fast and break things” and 
youthful risk-taking have been endemic in tech culture, these features are unam-
biguous hazards for mental health tech culture, where trust and safety are essential. 

Trust and safety may be difficult to bake into fully automated approaches, 
which usually lack the flexibility to manage the needs of a patient as complex as 
Anna. The relationship between the clinician and the patient is usually necessary 
for treatment engagement and improved outcomes, and as such, a bot-delivered 
treatment may never be as effective as a person-to-person connection, no mat-
ter how much the technology advances.24 But even human-to-human connection 
over the internet introduces significant risks. Unregulated and unmoderated so-
cial platforms are as much, if not more, a risk for mental harm than an opportu-
nity for mental health. As an example, the live social role-playing platform Sec-
ond Life was both widely used for LGBTQ peer-to-peer support and simultane-
ously notorious for trolling and communities organized around self-harm. While 
telehealth stands in a separate class, in which bullying and harassment are lesser 
concerns, telehealth platforms that aim to connect patients to either medications 
or therapy have struggled to provide reliable services. The Department of Jus-
tice is currently investigating at least one telehealth company that allegedly over- 
prescribed a controlled stimulant drug to adults with ADHD.

Another significant risk of mental health care technology is that there is no 
regulatory framework for defining safety and efficacy. The Food and Drug Admin-
istration oversees drug development, but there is no agency that regulates psycho-
therapy, whether administered remotely or face-to-face. As a result, neither the 
apps for therapy nor the telehealth companies have been reviewed by rigorous, 
widely accepted standards. This lack of regulation makes it hard to know the po-
tential and pitfalls of emergent technologies. While technologies used by health 
care systems are usually vetted, there is no such requirement and no set of external 
standards for technologies sold directly to consumers, or those provided through 
employers as a “wellness benefit.”

The COVID-19 pandemic revealed striking inequities in health care and health 
outcomes. Inequities are no less apparent in mental health: many communities 
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do not have access to high-quality mental health care. While telehealth ostensi-
bly can overcome some of the barriers to access, many families who lack access to 
a clinic may also lack access to the internet and, thus, in the era of digital mental 
health, could find themselves on the wrong side of the digital divide. The dissemi-
nation of broadband access may erode this digital divide, but in the short run, the 
move to digital mental health care risks perpetuating inequities from the brick-
and-mortar era.

Finally, we note one other risk in mental health care technology development. 
Many of the advances in diagnosis and treatment of mental disorders have tradi-
tionally come from academia, with high standards of rigor and vetting through 
peer-review processes. But the tools needed to meet the best ambitions of mental 
health care technology developers today live in the tech industry, not academia. 
While innovation certainly occurs in academic science, only industry is capable of 
the design, engineering, and scale needed to provide the kinds of solutions we need 
to resolve the mental health crisis. This fact pulled all three authors from tradition-
al academic settings into the mental health care technology industry. This move 
afforded us the opportunity to build solutions beyond the limitations of academ-
ic research. It also forced us to see limitations and risks of the industry first-hand. 

In 2019, we each departed the start-up that had brought us together, where we 
had met each other and met Anna. While we saw the opportunity for innovation 
and impact, we worried that our efforts to detect a relapse or define a change in men-
tal status were building a smoke alarm when Anna needed a fire extinguisher. At 
that early phase of digital mental health innovation, we felt uncertain of the impact 
our technology had on Anna’s or anyone else’s treatment. Few digital mental health 
care innovations have been subject to the kind of randomized controlled trials or 
peer-review processes we expected, as academics, of novel diagnostics and thera-
peutics. Indeed, the iterative changes in digital tools, with algorithms changing ev-
ery few weeks or months, might make these tools difficult to evaluate by tradition-
al clinical trials. There is a risk that innovations are being scaled for dissemination 
without the kind of intensive testing of safety and efficacy we expect with a new 
biomarker or drug treatment. Despite this, we feel hopeful. While we are far from 
demonstrating any impact on population health, we believe that digital tools can 
and–with further development–will improve access and quality. Yes, there are 
risks, but these are early days; we are still learning both the benefits and the risks.

As noted at the outset, one of the most urgent aspects of the current mental 
health crisis is the workforce crisis: the gap between the demand for ser-
vices and the supply of clinicians. Though mental health care technology 

is nascent, a divided response to this workforce crisis is already visible. On one 
side are those technologies that focus on improving the delivery of mental health 
care through automation. In this framework, effective components of treatment 
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such as guided meditation, psychoeducation, and medication management can 
be fully automated. The promise of this approach is that mental health care can 
be fully scaled for delivery anywhere at any time, at a greatly reduced cost. Indeed, 
mobile applications and virtual games have demonstrated efficacy for the treat-
ment of psychiatric disorders including ADHD, PTSD, insomnia, and generalized 
anxiety disorder.25 This approach to mental health care technology aims to dig-
itize the components of structured therapies to eliminate the need for a human 
in the loop. In this model, scale comes by removing the most expensive and least 
scalable component: the human therapist. Access to treatment means access to 
the manualized components of treatment as they are revalidated for digital sur-
faces, rather than as delivered by a licensed clinician in an office. 

On the other side are technologies that see humans as central to achieving 
therapeutic goals. In this context, technology serves to scale rather than replace 
human connection, and technology development focuses on safe and scalable 
methods to connect patients to clinicians and their community. The most prom-
inent example is the widespread shift to telepsychiatry and telepsychotherapy fa-
cilitated by large legal and cultural changes in the delivery of care in response to 
the COVID-19 pandemic.26 As noted above, this shift provided an enormous in-
crease in access, rapidly decreasing geographic distance and time constraints as 
barriers to care. While telehealth has in many ways become synonymous with 
video conferencing, the concept of connecting clinicians to patients remotely may 
introduce whole new paradigms of treatment. For example, researchers have in-
vestigated the value of virtual reality for clinician-administered support groups in 
populations like caregivers for people with chronic illness, who have high psycho-
logical distress but low mobility.27 

However, the proliferation of telehealth has not solved other fundamental lim-
itations associated with access, including cost and the availability of licensed cli-
nicians in relation to the need. In many ways, fundamental problems of access 
reemerge regardless of the technological platform. Even if telehealth has reduced 
costs, access remains tied to larger structural issues embedded in the health care 
system. Indeed, our shortages of a licensed and skilled workforce for mental 
health services were not solved but instead were reinforced by the emergence of 
telehealth. 

One potential alternative to match the unmet need is nontraditional com-
munity-based forms of mental health care. As opposed to the church basements 
and VFW halls of previous generations, peer-to-peer support communities have 
emerged organically across open social platforms like Second Life, Facebook, 
YouTube, and AltspaceVR. Communities ranging from LGBTQ youth to people 
with schizophrenia to people with addiction have utilized social platforms to dis-
seminate information and receive support at a surprisingly high rate.28 While we 
have yet to see the evidence that community-based social support will influence 



152 (4) Fall 2023 239

Isaac R. Galatzer-Levy, Gabriel J. Aranovich & Thomas R. Insel

population health, for a generation of digital natives, this form of care may be 
preferable to office-based individual therapy.

Anna’s story is not over yet. She still struggles with periods of depression, 
sometimes followed by relapse. She has gotten better at recognizing the signs and, 
as such, is faster to call her psychiatrist, who now sees her via Zoom. 

I’m better at noticing when I’m starting to slip. First of all, I always know I’m getting in 
trouble when my smartwatch notices that my sleep patterns are worse. I go to sleep lat-
er, I sleep in. This is always a great clue for me. I usually reach out to my psychiatrist. It’s 
easy to meet her on Zoom, but it still takes two weeks to get an appointment. I’ve found 
that Narcotics Anonymous [NA] is really helpful in the meantime. I always liked NA but 
it was such a pain to find a meeting that was at a convenient time and place. When I feel 
unmotivated, it’s just really hard to get there. Now I can literally find a meeting at any 
moment online. I’ve literally spent 3 hours on the couch trying to motivate myself to go. 
But then I go. It’s literally right there for me. I also use a lot of mindfulness and medita-
tion techniques. There are all these apps out there now and some are really good. I like 
to use them while driving to work and even at lunch when I’ve had a stressful morning. 
All of these things help a bit on their own and seem to help a lot together. 

And the field is starting to learn how the key pieces of digital measurement, real-time 
remote interventions, and comprehensive care management fit together to provide 
someone like Anna with the support she needs. We better understand that the role 
of machine learning is not simply to detect and report risk, but to be the engine that 
learns and meets the individual needs of Anna and all those invested in her care. Fi-
nally, and most important, we understand that the digital world is Anna’s milieu. It 
is where she goes both to find drugs and to find support for her sobriety. While new 
technologies emerge every day, Anna is left alone to navigate a sea of tools with un-
clear validity. Her therapist has the same experience. With the exception of Zoom, 
the clinical workflow has stayed much the same in the twenty-first century as in the 
twentieth. There remains little objective measurement and no consistent method to 
communicate between the many members of Anna’s care team. 

Further, as in so many domains of her life in this new digital era, Anna is left 
feeling uneasy about her data privacy. Are federal HIPAA regulations and the EU’s 
General Data Protection Regulation adequate to protect patients in this age of 
data breaches and ransomware? At least Anna has access to technology–what of 
the millions who lack access to smartphones and reliable internet? Will access 
to technology further exacerbate the troubling trend toward greater inequality? 

The greatest shortcoming in mental health technology to date is its siloed 
nature, developed away from the people, places, and sense of purpose that 
drive recovery and growth. Organically, people with serious mental illness 

have sought and found community in virtual spaces, greatly reducing the cost and 
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effort associated with care. Similarly, clinicians have flocked to digital platforms 
as the opportunity emerged following COVID. The core challenge for the commu-
nity of scientists, technology developers, and clinicians developing the future of 
mental health care is how we can scale those essential dimensions of treatment 
that support ongoing recovery that have fallen by the wayside because they are 
resource heavy, not because they are ineffective. Can key elements of commu-
nity engagement return to prominence in mental health care through scalable 
technology? Can remote measurement improve feedback and accountability by 
moving the field from infrequent and inaccurate assessments of treatment needs 
to real time actionable information for both the patient and their clinical team? 
Can digital interventions and telehealth work together to support a larger patient 
treatment plan by embedding both automated and human care directly in the pa-
tient’s life? 

In retrospect, the central focus on medication in the treatment of psychiatric 
illness may have been largely driven by the technological capabilities of the time. 
Community aspects of care have not scaled, making them shockingly expensive 
and inefficient, and even more shockingly hard to access for those most in need. As 
technology companies move into the era of Web3 and the Metaverse, where users 
immerse themselves in virtual spaces that travel across the many platforms with 
the user (for example, laptops, phones, virtual reality headsets, augmented reality 
glasses, watches), we are forced to ask how mental health care will be structured 
in this world. Will these virtual spaces be used to provide greater access to the 
communities of professionals, lay professionals, and loved ones involved in clin-
ical care? What will the psychiatrist’s office on the main street of the metaverse 
look like? How will it be organized so that it is safe and effective? These remain 
unanswered questions, as virtual spaces have opened up a new frontier of oppor-
tunity and risk that we have not even begun to understand. Similarly, how will the 
digital signals between a patient like Anna and her care team be understood when 
these data sources represent a primary form of communication? If Anna were an 
avatar in a virtual space, how would she express deep emotion on her face or in her 
voice? How would a clinician “read” her expression or intent? Centrally, will the 
digital representations of measurement and treatment that are built to replace the 
analog world reduce barriers to care for people with serious mental illness, or will 
they provide an additional layer of alienation? This will ultimately be determined 
by the ability to connect the opportunities in efficiency to the structures that bear 
those costs, in a manner that is effective for the patient and their team. 
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