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NATHAN: Do you know what the Turing Test is?

CALEB: . . . Yeah. I know what the Turing Test is. It’s when a human interacts 
with a computer. And if the human doesn’t know they’re interacting with a 
computer, the test is passed.

NATHAN: And what does a pass tell us?

CALEB: That the computer has artificial intelligence. . . .

NATHAN: You got it. Because if that test is passed, you are dead center of the 
single greatest scientific event in the history of man.

CALEB: If you’ve created a conscious machine, it’s not the history of man. 
It’s the history of gods.

T his dialogue is from an early scene in the 2014 film Ex Machina, in which 
Nathan has invited Caleb to determine whether Nathan has succeeded 
in creating artificial intelligence.1 The achievement of powerful artificial 

general intelligence has long held a grip on our imagination not only for its excit-
ing as well as worrisome possibilities, but also for its suggestion of a new, unchart-
ed era for humanity. In opening his 2021 BBC Reith Lectures, titled “Living with 
Artificial Intelligence,” Stuart Russell states that “the eventual emergence of gen-
eral-purpose artificial intelligence [will be] the biggest event in human history.”2 

Over the last decade, a rapid succession of impressive results has brought wid-
er public attention to the possibilities of powerful artificial intelligence. In ma-
chine vision, researchers demonstrated systems that could recognize objects as 
well as, if not better than, humans in some situations. Then came the games. 
Complex games of strategy have long been associated with superior intelligence, 
and so when AI systems beat the best human players at chess, Atari games, Go, 
shogi, StarCraft, and Dota, the world took notice. It was not just that AIs beat hu-
mans (although that was astounding when it first happened), but the escalating 
progression of how they did it: initially by learning from expert human play, then 
from self-play, then by teaching themselves the principles of the games from the 
ground up, eventually yielding single systems that could learn, play, and win at 



6 Dædalus, the Journal of the American Academy of Arts & Sciences

Getting AI Right: Introductory Notes on AI & Society

several structurally different games, hinting at the possibility of generally intelli-
gent systems.3 

Speech recognition and natural language processing have also seen rapid and 
headline-grabbing advances. Most impressive has been the emergence recently 
of large language models capable of generating human-like outputs. Progress in 
language is of particular significance given the role language has always played in 
human notions of intelligence, reasoning, and understanding. While the advanc-
es mentioned thus far may seem abstract, those in driverless cars and robots have 
been more tangible given their embodied and often biomorphic forms. Demon-
strations of such embodied systems exhibiting increasingly complex and autono-
mous behaviors in our physical world have captured public attention.

Also in the headlines have been results in various branches of science in which 
AI and its related techniques have been used as tools to advance research from ma-
terials and environmental sciences to high energy physics and astronomy.4 A few 
highlights, such as the spectacular results on the fifty-year-old protein- folding 
problem by AlphaFold, suggest the possibility that AI could soon help tackle sci-
ence’s hardest problems, such as in health and the life sciences.5

While the headlines tend to feature results and demonstrations of a future to 
come, AI and its associated technologies are already here and pervade our daily 
lives more than many realize. Examples include recommendation systems, search, 
language translators–now covering more than one hundred languages–facial rec-
ognition, speech to text (and back), digital assistants, chatbots for customer ser-
vice, fraud detection, decision support systems, energy management systems, 
and tools for scientific research, to name a few. In all these examples and others, 
AI-related techniques have become components of other software and hardware 
systems as methods for learning from and incorporating messy real-world inputs 
into inferences, predictions, and, in some cases, actions. As director of the Future 
of Humanity Institute at the University of Oxford, Nick Bostrom noted back in 
2006, “A lot of cutting-edge AI has filtered into general applications, often with-
out being called AI because once something becomes useful enough and common 
enough it’s not labeled AI anymore.”6 

As the scope, use, and usefulness of these systems have grown for individual us-
ers, researchers in various fields, companies and other types of organizations, and 
governments, so too have concerns when the systems have not worked well (such 
as bias in facial recognition systems), or have been misused (as in deepfakes), or 
have resulted in harms to some (in predicting crime, for example), or have been 
associated with accidents (such as fatalities from self-driving cars).7 

Dædalus last devoted a volume to the topic of artificial intelligence in 1988, with 
contributions from several of the founders of the field, among others. Much of 
that issue was concerned with questions of whether research in AI was making 
progress, of whether AI was at a turning point, and of its foundations, mathemati-
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cal, technical, and philosophical–with much disagreement. However, in that vol-
ume there was also a recognition, or perhaps a rediscovery, of an alternative path 
toward AI–the connectionist learning approach and the notion of neural nets– 
and a burgeoning optimism for this approach’s potential. Since the 1960s, the 
learning approach had been relegated to the fringes in favor of the symbolic for-
malism for representing the world, our knowledge of it, and how machines can 
reason about it. Yet no essay captured some of the mood at the time better than 
Hilary Putnam’s “Much Ado About Not Very Much.” Putnam questioned the 
Dædalus issue itself: “Why a whole issue of Dædalus? Why don’t we wait until AI 
achieves something and then have an issue?” He concluded: 

Perhaps the optimistic view is right, but I do not see anyone on the scene, in either 
artificial intelligence or inductive logic, who has any interesting ideas about how the 
topic- neutral [general] learning strategy works. When someone does appear with 
such an idea, that will be time for Dædalus to publish an issue on AI.8 

This volume of Dædalus is indeed the first since 1988 to be devoted to artificial 
intelligence. This volume does not rehash the same debates; much else has hap-
pened since, mostly as a result of the success of the machine learning approach 
that was being rediscovered and reimagined, as discussed in the 1988 volume. This 
issue aims to capture where we are in AI’s development and how its growing uses 
impact society. The themes and concerns herein are colored by my own involve-
ment with AI. Besides the television, films, and books that I grew up with, my in-
terest in AI began in earnest in 1989 when, as an undergraduate at the University of 
Zimbabwe, I undertook a research project to model and train a neural network.9 
I went on to do research on AI and robotics at Oxford. Over the years, I have been 
involved with researchers in academia and labs developing AI systems, studying 
AI’s impact on the economy, tracking AI’s progress, and working with others in 
business, policy, and labor grappling with its opportunities and challenges for 
society.10

The authors of the twenty-five essays in this volume range from AI scientists 
and technologists at the frontier of many of AI’s developments to social scientists 
at the forefront of analyzing AI’s impacts on society. The volume is organized into 
ten sections. Half of the sections are focused on AI’s development, the other half 
on its intersections with various aspects of society. In addition to the diversity in 
their topics, expertise, and vantage points, the authors bring a range of views on 
the possibilities, benefits, and concerns for society. I am grateful to the authors for 
accepting my invitation to write these essays. 

Before proceeding further, it may be useful to say what we mean by artifi-
cial intelligence. The headlines and increasing pervasiveness of AI and its 
associated technologies have led to some conflation and confusion about 
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what exactly counts as AI. This has not been helped by the current trend–among 
researchers in science and the humanities, startups, established companies, and 
even governments–to associate anything involving not only machine learning, 
but data science, algorithms, robots, and automation of all sorts with AI. This 
could simply reflect the hype now associated with AI, but it could also be an ac-
knowledgment of the success of the current wave of AI and its related techniques 
and their wide-ranging use and usefulness. I think both are true; but it has not al-
ways been like this. In the period now referred to as the AI winter, during which 
progress in AI did not live up to expectations, there was a reticence to associate 
most of what we now call AI with AI. 

Two types of definitions are typically given for AI. The first are those that sug-
gest that it is the ability to artificially do what intelligent beings, usually human, 
can do. For example, artificial intelligence is:

the ability of a digital computer or computer-controlled robot to perform tasks com-
monly associated with intelligent beings.11

The human abilities invoked in such definitions include visual perception, 
speech recognition, the capacity to reason, solve problems, discover meaning, 
generalize, and learn from experience. Definitions of this type are considered by 
some to be limiting in their human-centricity as to what counts as intelligence 
and in the benchmarks for success they set for the development of AI (more on 
this later). The second type of definitions try to be free of human-centricity and 
define an intelligent agent or system, whatever its origin, makeup, or method, as:

Any system that perceives its environment and takes actions that maximize its chance 
of achieving its goals.12

This type of definition also suggests the pursuit of goals, which could be given 
to the system, self-generated, or learned.13 That both types of definitions are em-
ployed throughout this volume yields insights of its own. 

These definitional distinctions notwithstanding, the term AI, much to the cha-
grin of some in the field, has come to be what cognitive and computer scientist 
Marvin Minsky called a “suitcase word.”14 It is packed variously, depending on 
who you ask, with approaches for achieving intelligence, including those based on 
logic, probability, information and control theory, neural networks, and various 
other learning, inference, and planning methods, as well as their instantiations in 
software, hardware, and, in the case of embodied intelligence, systems that can 
perceive, move, and manipulate objects.

T hree questions cut through the discussions in this volume: 1) Where are 
we in AI’s development? 2) What opportunities and challenges does AI 
pose for society? 3) How much about AI is really about us? 
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Where are we in AI’s development?

Notions of intelligent machines date all the way back to antiquity.15 Philosophers, 
too, among them Hobbes, Leibnitz, and Descartes, have been dreaming about AI 
for a long time; Daniel Dennett suggests that Descartes may have even anticipat-
ed the Turing Test.16 The idea of computation-based machine intelligence traces 
to Alan Turing’s invention of the universal Turing machine in the 1930s, and to 
the ideas of several of his contemporaries in the mid-twentieth century. But the 
birth of artificial intelligence as we know it and the use of the term is generally 
attributed to the now famed Dartmouth summer workshop of 1956. The work-
shop was the result of a proposal for a two-month summer project by John Mc-
Carthy, Marvin Minsky, Nathaniel Rochester, and Claude Shannon whereby “An 
attempt will be made to find how to make machines use language, form abstrac-
tions and concepts, solve kinds of problems now reserved for humans, and im-
prove themselves.”17

In their respective contributions to this volume, “From So Simple a Beginning: 
Species of Artificial Intelligence” and “If We Succeed,” and in different but com-
plementary ways, Nigel Shadbolt and Stuart Russell chart the key ideas and devel-
opments in AI, its periods of excitement as well as the aforementioned AI winters. 
The current AI spring has been underway since the 1990s, with headline-grabbing 
breakthroughs appearing in rapid succession over the last ten years or so: a period 
that Jeffrey Dean describes in the title of his essay as a “golden decade,” not only 
for the pace of AI development but also its use in a wide range of sectors of society, 
as well as areas of scientific research.18 This period is best characterized by the ap-
proach to achieve artificial intelligence through learning from experience, and by 
the success of neural networks, deep learning, and reinforcement learning, together 
with methods from probability theory, as ways for machines to learn.19 

A brief history may be useful here: In the 1950s, there were two dominant vi-
sions of how to achieve machine intelligence. One vision was to use computers to 
create a logic and symbolic representation of the world and our knowledge of it 
and, from there, create systems that could reason about the world, thus exhibit-
ing intelligence akin to the mind. This vision was most espoused by Allen Newell 
and Hebert Simon, along with Marvin Minsky and others. Closely associated with 
it was the “heuristic search” approach that supposed intelligence was essential-
ly a problem of exploring a space of possibilities for answers. The second vision 
was inspired by the brain, rather than the mind, and sought to achieve intelligence 
by learning. In what became known as the connectionist approach, units called 
perceptrons were connected in ways inspired by the connection of neurons in 
the brain. At the time, this approach was most associated with Frank Rosenblatt. 
While there was initial excitement about both visions, the first came to dominate, 
and did so for decades, with some successes, including so-called expert systems. 
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Not only did this approach benefit from championing by its advocates and plen-
tiful funding, it came with the suggested weight of a long intellectual tradition–
exemplified by Descartes, Boole, Frege, Russell, and Church, among others–that 
sought to manipulate symbols and to formalize and axiomatize knowledge and 
reasoning. It was only in the late 1980s that interest began to grow again in the sec-
ond vision, largely through the work of David Rumelhart, Geoffrey Hinton, James 
McClelland, and others. The history of these two visions and the associated philo-
sophical ideas are discussed in Hubert Dreyfus and Stuart Dreyfus’s 1988 Dædalus 
essay “Making a Mind Versus Modeling the Brain: Artificial Intelligence Back at 
a Branchpoint.”20 Since then, the approach to intelligence based on learning, the 
use of statistical methods, back-propagation, and training (supervised and unsu-
pervised) has come to characterize the current dominant approach.

Kevin Scott, in his essay “I Do Not Think It Means What You Think It Means: 
Artificial Intelligence, Cognitive Work & Scale,” reminds us of the work of Ray 
Solomonoff and others linking information and probability theory with the idea 
of machines that can not only learn, but compress and potentially generalize what 
they learn, and the emerging realization of this in the systems now being built and 
those to come. The success of the machine learning approach has benefited from 
the boon in the availability of data to train the algorithms thanks to the growth in 
the use of the Internet and other applications and services. In research, the data 
explosion has been the result of new scientific instruments and observation plat-
forms and data-generating breakthroughs, for example, in astronomy and in ge-
nomics. Equally important has been the co-evolution of the software and hard-
ware used, especially chip architectures better suited to the parallel computations 
involved in data- and compute-intensive neural networks and other machine 
learning approaches, as Dean discusses.

Several authors delve into progress in key subfields of AI.21 In their essay, “Search-
ing for Computer Vision North Stars,” Fei-Fei Li and Ranjay Krishna chart devel-
opments in machine vision and the creation of standard data sets such as ImageNet 
that could be used for benchmarking performance. In their respective essays “Hu-
man Language Understanding & Reasoning” and “The Curious Case of Common-
sense Intelligence,” Chris Manning and Yejin Choi discuss different eras and ideas 
in natural language processing, including the recent emergence of large language 
models comprising hundreds of billions of parameters and that use transformer 
architectures and self-supervised learning on vast amounts of data.22 The result-
ing pretrained models are impressive in their capacity to take natural language 
prompts for which they have not been trained specifically and generate human-like 
outputs, not only in natural language, but also images, software code, and more, 
as Mira Murati discusses and illustrates in “Language & Coding Creativity.” Some 
have started to refer to these large language models as foundational models in that 
once they are trained, they are adaptable to a wide range of tasks and outputs.23 But 
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despite their unexpected performance, these large language models are still early 
in their development and have many shortcomings and limitations that are high-
lighted in this volume and elsewhere, including by some of their developers.24 

In “The Machines from Our Future,” Daniela Rus discusses the progress in 
robotic systems, including advances in the underlying technologies, as well as in 
their integrated design that enables them to operate in the physical world. She 
highlights the limitations in the “industrial” approaches used thus far and sug-
gests new ways of conceptualizing robots that draw on insights from biological 
systems. In robotics, as in AI more generally, there has always been a tension as to 
whether to copy or simply draw inspiration from how humans and other biologi-
cal organisms achieve intelligent behavior. Elsewhere, AI researcher Demis Hassa-
bis and colleagues have explored how neuroscience and AI learn from and inspire 
each other, although so far more in one direction than the other, as Alexis Baria 
and Keith Cross have suggested.25

Despite the success of the current approaches to AI, there are still many short-
comings and limitations, as well as conceptually hard problems in AI.26 It is useful 
to distinguish on one hand problematic shortcomings, such as when AI does not 
perform as intended or safely, or produces biased or toxic outputs that can lead to 
harm, or when it impinges on privacy, or generates false information about the 
world, or when it has characteristics such as lack of explainability, all of which 
can lead to a loss of public trust. These shortcomings have rightly captured the at-
tention of the wider public and regulatory bodies, as well as researchers, among 
whom there is an increased focus on technical AI and ethics issues.27 In recent 
years, there has been a flurry of efforts to develop principles and approaches to re-
sponsible AI, as well as bodies involving industry and academia, such as the Part-
nership on AI, that aim to share best practices.28 Another important shortcoming 
has been the significant lack of diversity– especially with respect to gender and 
race–in the people researching and developing AI in both industry and academia, 
as has been well documented in recent years.29 This is an important gap in its own 
right, but also with respect to the characteristics of the resulting AI and, conse-
quently, in its intersections with society more broadly. 

On the other hand, there are limitations and hard problems associated with 
the things that AI is not yet capable of that, if solved, could lead to more power-
ful, more capable, or more general AI. In their Turing Lecture, deep learning pio-
neers Yoshua Bengio, Yann LeCun, and Geoffrey Hinton took stock of where deep 
learning stands and highlighted its current limitations, such as the difficulties 
with out-of-distribution generalization.30 In the case of natural language process-
ing, Manning and Choi highlight the hard challenges in reasoning and common-
sense understanding, despite the surprising performance of large language mod-
els. Elsewhere, computational linguists Emily Bender and Alexander Koller have 
challenged the notion that large language models do anything resembling under-
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standing, learning, or meaning.31 In “Multi-Agent Systems: Technical & Ethical 
Challenges of Functioning in a Mixed Group,” Kobi Gal and Barbara Grosz dis-
cuss the hard problems in multi-agent systems, highlighting the conceptual diffi-
culties–such as how to reason about other agents, their belief systems, and inten-
tionality–as well as ethical challenges in both cooperative and competitive set-
tings, especially when the agents include both humans and machines. Elsewhere, 
Allan Dafoe and others provide a useful overview of the open problems in cooper-
ative AI.32 Indeed, there is a growing sense among many that we do not have ade-
quate theories for the sociotechnical embedding of AI systems, especially as they 
become more capable and the scope of societal use expands. 

And although AI and its related techniques are proving to be powerful tools for 
research in science, as examples in this volume and elsewhere illustrate–including 
recent examples in which embedded AI capabilities not only help evaluate results 
but also steer experiments by going beyond heuristics-based experimental design 
and become what some have termed “self-driving laboratories”33–getting AI to 
understand science and mathematics and to theorize and develop novel concepts 
remain grand challenges for AI.34 Indeed the possibility that more powerful AI 
could lead to new discoveries in science, as well as enable game-changing progress 
in some of humanity’s greatest challenges and opportunities, has long been a key 
motivation for many at the frontier of AI research to build more capable systems. 

Beyond the particulars of each subfield of AI, the list of more general hard prob-
lems that continue to limit the possibility of more capable AI includes one-shot 
learning, cross-domain generalizations, causal reasoning, grounding, complexities 
of timescales and memory, and meta-cognition.35 Consideration of these and other 
hard problems that could lead to more capable systems raises the question of wheth-
er current approaches–mostly characterized by deep learning, the building of larger 
and larger and more foundational and multimodal models, and reinforcement learn-
ing–are sufficient, or whether entirely different conceptual approaches are needed 
in addition, such as neuroscience-inspired cognitive agent approaches or semantic 
representations or reasoning based on logic and probability theory, to name a few. 
On whether and what kind of additional approaches might be needed, the AI com-
munity is divided, but many believe the current approaches36 along with further 
 evolution of compute and learning architectures have yet to reach their limits.37 

The debate about the sufficiency of the current approaches is closely associ-
ated with the question of whether artificial general intelligence can be achieved, 
and if so, how and when. Artificial general intelligence (AGI) is defined in distinction 
to what is sometimes called narrow AI: that is, AI developed and fine-tuned for spe-
cific tasks and goals, such as playing chess. The development of AGI, on the other 
hand, aims for more powerful AI–at least as powerful as humans–that is gener-
ally applicable to any problem or situation and, in some conceptions, includes the 
capacity to evolve and improve itself, as well as set and evolve its own goals and 
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preferences. Though the question of whether, how, and when AGI will be achieved 
is a matter for debate, most agree that its achievement would have profound im-
plications–beneficial and worrisome–for humanity, as is often depicted in pop-
ular books38 and films such as 2001: A Space Odyssey through Terminator and The 
Matrix to Ex Machina and Her. Whether it is imminent or not, there is growing 
agreement among many at the frontier of AI research that we should prepare for 
the possibility of powerful AGI with respect to safety and control, alignment and 
compatibility with humans, its governance and use, and the possibility that mul-
tiple varieties of AGI could emerge, and that we should factor these considerations 
into how we approach the development of AGI. 

Most of the investment, research and development, and commercial activi-
ty in AI today is of the narrow AI variety and in its numerous forms: what Nigel 
Shadbolt terms the speciation of AI. This is hardly surprising given the scope for 
useful and commercial applications and the potential for economic gains in mul-
tiple sectors of the economy.39 However, a few organizations have made the de-
velopment of AGI their primary goal. Among the most well-known of these are 
DeepMind and OpenAI, each of which has demonstrated results of increasing 
generality, though still a long way from AGI. 

What opportunities and challenges does AI pose for society? 

Perhaps the most widely discussed societal impact of AI and automation is on jobs 
and the future of work. This is not new. In 1964, in the wake of the era’s excitement 
about AI and automation, and concerns about their impact on jobs, President Lyn-
don Johnson empaneled a National Commission on Technology, Automation, 
and Economic Progress.40 Among the commission’s conclusions was that such 
technologies were important for economic growth and prosperity and “the ba-
sic fact that technology destroys jobs, but not work.” Most recent studies of this 
effect, including those I have been involved in, have reached similar conclusions 
and that over time, more jobs are gained than are lost. These studies highlight that 
it is the sectoral and occupational transitions, the skill and wage effects–not the 
existence of jobs broadly–that will present the greatest challenges.41 In their es-
say “Automation, AI & Work,” Laura Tyson and John Zysman discuss these im-
plications for work and workers. Michael Spence goes further, in “Automation, 
Augmentation, Value Creation & the Distribution of Income & Wealth,” to dis-
cuss the distributional issues with respect to income and wealth within and be-
tween countries, as well as the societal opportunities that are created, especially in 
developing countries. In “The Turing Trap: The Promise & Peril of Human-Like 
Artificial Intelligence,” Erik Brynjolfsson discusses how the use of human bench-
marks in the development of AI runs the risk of AI that substitutes for, rather than 
complements, human labor. He concludes that the direction AI’s development 
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will take in this regard, and resulting outcomes for work, will depend on the in-
centives for researchers, companies, and governments.42 

Still, a concern remains that the conclusion that more jobs will be created 
than lost draws too much from patterns of the past and does not look far enough 
into the future and at what AI will be capable of. The arguments for why AI could 
break from past patterns of technology-driven change include: first, that unlike 
in the past, technological change is happening faster and labor markets (includ-
ing workers) and societal systems’ ability to adapt are slow and mismatched; and 
second, that, until now, automation has mostly mechanized physical and routine 
tasks, but that going forward, AI will be taking on more cognitive and nonroutine 
tasks, creative tasks, tasks based on tacit knowledge, and, if early examples are 
any indication, even socioempathic tasks are not out of the question.43 In other 
words, “There are now in the world machines that think, that learn and that cre-
ate. Moreover, their ability to do these things is going to increase rapidly until–in 
a visible future–the range of problems they can handle will be coextensive with 
the range to which the human mind has been applied.” This was Herbert Simon 
and Allen Newell in 1957.44

Acknowledging that this time could be different usually elicits two responses: 
First, that new labor markets will emerge in which people will value things done 
by other humans for their own sake, even when machines may be capable of doing 
these things as well as or even better than humans. The other response is that AI 
will create so much wealth and material abundance, all without the need for hu-
man labor, and the scale of abundance will be sufficient to provide for everyone’s 
needs. And when that happens, humanity will face the challenge that Keynes once 
framed: “For the first time since his creation man will be faced with his real, his 
permanent problem–how to use his freedom from pressing economic cares, how 
to occupy the leisure, which science and compound interest will have won for him, 
to live wisely and agreeably and well.”45 However, most researchers believe that 
we are not close to a future in which the majority of humanity will face Keynes’s 
challenge, and that until then, there are other AI- and automation- related effects 
that must be addressed in the labor markets now and in the near future, such as in-
equality and other wage effects, education, skilling, and how humans work along-
side increasingly capable machines–issues that Laura Tyson and John Zysman, 
Michael Spence, and Erik Brynjolfsson discuss in this volume.

Jobs are not the only aspect of the economy impacted by AI. Russell provides a 
directional estimate of the potentially huge economic bounty from artificial gen-
eral intelligence, once fully realized: a global GDP of $750 trillion, or ten times 
today’s global GDP. But even before we get to fully realized general-purpose AI, 
the commercial opportunities for companies and, for countries, the potential pro-
ductivity gains and economic growth as well as economic competitiveness from 
narrow AI and its related technologies are more than sufficient to ensure intense 
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pursuit and competition by companies and countries in the development, deploy-
ment, and use of AI. At the national level, while many believe the United States is 
ahead, it is generally acknowledged that China is fast becoming a major player in 
AI, as evidenced by its growth in AI research, infrastructure, and ecosystems, as 
highlighted in several reports.46 Such competition will likely have market struc-
ture effects for companies and countries, given the characteristics of such tech-
nologies as discussed by Eric Schmidt, Spence, and others elsewhere.47 Moreover, 
the competitive dynamics may get in the way of responsible approaches to AI and 
issues requiring collective action (such as safety) between competitors, whether 
they are companies or countries, as Amanda Askell, Miles Brundage, and Gillian 
Hadfield have highlighted.48

Nations have reasons beyond the economic to want to lead in AI. The role of 
AI in national security–in surveillance, signals intelligence, cyber operations, de-
fense systems, battle-space superiority, autonomous weapons, even disinforma-
tion and other forms of sociopolitical warfare–is increasingly clear. In “AI, Great 
Power Competition & National Security,” Eric Schmidt, who cochaired the U.S. 
National Security Commission on Artificial Intelligence, paints a stark picture of 
current and future risks that AI technologies pose to international security and 
stability. Schmidt calls for the exploration of shared limits and treaties on AI, even 
among rivals. Short of that, he points to confidence-building measures to limit 
risks and increase trust.49 At the same time, Russell and Shadbolt, respectively, 
spotlight concerns regarding autonomous weapons and weaponized AI.

In “The Moral Dimension of AI-Assisted Decision-Making: Some Practical 
Perspectives from the Front Lines,” former Secretary of Defense Ash Carter iden-
tifies lessons for AI drawn from other national security-related technologies, such 
as nuclear weapons, while focusing on the ethics of automated decision-making. 
However, there are important differences between AI and nuclear technologies: 
for example, AI’s development has been led by a private sector in pursuit of global 
opportunities. And, as Schmidt points out, AI technologies in their development 
and use have network effects and tend to consolidate around those who lead in 
their development, whether they are companies or countries. This pits commer-
cial and economic interests for companies and countries on one hand, and the na-
tional security interests of countries on the other.50 Not fully explored in this vol-
ume are the implications for companies (as well as other types of organizations) 
and countries not at the forefront of AI’s development but that could benefit from 
its use. This is of particular significance given that many have highlighted the po-
tential for AI and its related technologies to contribute, along with other social 
and developmental efforts, to tackling many current and future global and socie-
tal challenges.51 The COVID-19 pandemic has given us a live example of the human 
cost when countries at the forefront of a globally valuable discovery, such as a vac-
cine, do not or are slow to share it with poorer parts of the world. 



16 Dædalus, the Journal of the American Academy of Arts & Sciences

Getting AI Right: Introductory Notes on AI & Society

As the use of AI has grown to encompass not only consumer applications and 
services, but also those in health care, financial services, public services, and com-
merce generally, it has in many instances improved effectiveness and decision 
quality and enabled much-needed cost and performance optimization. At the same 
time, in some cases, the use of algorithms has led to issues of bias and fairness, of-
ten the result of bias in the training data and the societal systems through which 
such data are collected.52 Sonia Katyal uses examples from facial recognition, po-
licing, and sentencing to argue in “Democracy & Distrust in an Era of Artificial 
Intelligence” that, when there is an absence of representation and participation, 
AI-powered systems carry the same risks and potential for distrust as political sys-
tems. In “Distrust of Artificial Intelligence: Sources & Responses from Comput-
er Science & Law,” Cynthia Dwork and Martha Minow highlight the absence of 
ground truth and what happens when utility for users and commercial interests 
are at odds with considerations of privacy and the risks of societal harms.53 In light 
of these concerns, as well as the beneficial possibilities of AI, Mariano- Florentino 
Cuéllar, a former California Supreme Court Justice, and Aziz Huq frame how we 
might achieve the title of their essay: artificially intelligent regulation. 

It is easy to see how governments and organizations in their desire to observe, 
analyze, and optimize everything would be tempted to use AI to create increas-
ingly powerful “seeing rooms.” In “Socializing Data,” Diane Coyle discusses the 
history and perils of seeing rooms, even when well intentioned, and the problems 
that arise when markets are the primary mechanism for how AI uses social data. 
For governments, the opportunity to use AI to improve the delivery and effective-
ness of public services is also hard to ignore. In her essay “Rethinking AI for Good 
Governance,” Helen Margetts asks what a public sector AI would look like. She 
draws on public sector examples from different countries to highlight key chal-
lenges, notably those related to issues like resource allocation, that are more “nor-
matively loaded” in the public sector than they are for firms. She concludes by 
exploring how and in which areas governments can make the most ambitious and 
societally beneficial use of AI. 

How much about AI is really about us? 

At the end of her essay, Katyal quotes J. David Bolter from his 1984 Dædalus essay: 
“I think artificial intelligence will grow in importance as a way of looking at the 
human mind, regardless of the success of the programs themselves in imitating 
various aspects of human thought.” Taking this suggestion, one can ask various 
kinds of questions about us using the mirror AI provides, especially as it becomes 
more capable: What does it mean to be intelligent, creative, or, more generally, 
cognitively human when many of the ways we have defined these characteristics 
of ourselves increasingly can be imitated or even, in the future, done better or 
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better done by machines? How much of being human needs the mystery of not 
knowing how it works, or relies on our inability to mimic it or replicate it artifi-
cially? What happens when this changes? To what extent do our human ability–
bounded conceptions of X (where X could be intelligence, creativity, empathy, re-
lations, and so on) limit the possibility of other forms of X that may complement 
or serve humanity better? To what extent must we reexamine our socioeconomic 
systems and institutions, our social infrastructure, what lies at the heart of our so-
cial policies, at our notions of justice, representation, and inclusion, and face up to 
what they  really are (and have been) and what they will need to be in the age of AI?

Their shortcomings notwithstanding, the emergence of large language models 
and their ability to generate human-like outputs provides a “laboratory” of sorts, 
as Tobias Rees calls it, to explore questions about us in an era of increasingly ca-
pable machines. We may have finally arrived at what Dennett suggests at the end 
of his 1988 essay, that “AI has not yet solved any of our ancient riddles . . . but it 
has provided us with new ways of disciplining and extending philosophical imag-
ination that we have only just begun to exploit.”54 Murati explores how humans 
could relate to and work alongside machines when machines can generate out-
puts approaching human-like creativity. She illustrates this with examples gen-
erated by GPT-3, OpenAI’s large language model. The possibilities she describes 
echo what Scott suggests: that we humans may have to rethink our relation to 
work and other creative activities. 

Blaise Agüera y Arcas explores the titular question of his essay “Do Large Lan-
guage Models Understand Us?” through a series of provocations interspersed 
with outputs from LaMDA, Google’s large language model. He asks whether we 
are gatekeeping or constantly moving the goalposts when it comes to notions 
such as intelligence or understanding, even consciousness, in order to retain these 
for ourselves. Pamela McCorduck, in her still-relevant history of the field, Ma-
chines Who Think, first published in 1979, put it thus: “It’s part of the history of the 
field of artificial intelligence that every time somebody figured out how to make 
a computer do something–play good checkers, solve simple but relatively infor-
mal problems–there was a chorus of critics to say, ‘that’s not thinking.’”55 As to 
what machines are actually doing or not actually doing when they appear to be 
thinking, one could ask whether whatever they are doing is different from what 
humans do in any way other than how it is being done. In “Non-Human Words: 
On GPT-3 as a Philosophical Laboratory,” while engaging in current debates about 
the nature of these models, Rees also discusses how conceptions of the human 
have been intertwined with language in different historical eras and considers the 
possibility of a new era in which language is separated from humans. 

In “Signs Taken for Wonders: AI, Art & the Matter of Race,” Michele Elam 
illustrates how, throughout history, socially transformative technologies have 
played a formalizing and codifying role in our conceptions of what constitutes 
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humanity and who the “us” is. In how they are developed, used, and monetized, 
and by whom, she argues that technologies like AI have the effect of universaliz-
ing particular conceptions of what it is to be human and to progress, often at the 
exclusion of other ways of being human and of progressing and knowing, espe-
cially those associated with Black, Latinx, and Indigenous communities and with 
feminist, queer, disability, and decolonial perspectives; further highlighting the 
need for diversity among those involved in AI’s development. Elsewhere, Tim-
nit Gebru has clearly illustrated how, like other technologies with the potential to 
benefit society, AI can also worsen systematic discrimination of already margin-
alized groups.56 In another example of AI as formalizer to ill-effect, Blaise Agüera 
y Arcas, Margaret Mitchell, and Alexander Todorov examine the use of machine 
learning to correlate physical characteristics with nonphysical traits, not unlike 
nineteenth- and twentieth-century physiognomy, and point out the harmful cir-
cular logic of essentialism that can result when AI is used as a detector of traits.57 

Progress in AI not only raises the stakes on ethical issues associated with its 
application, it also helps bring to light issues already extant in society. Many have 
shown how algorithms and automated decision-making can not only perpetuate 
but also formalize and amplify existing societal inequalities, as well as create new 
inequalities.58 In addition, the challenge to remove bias or code for fairness may 
also create the opportunity for society to examine in a new light what it means by 
“fair.”59 Here it is worth recalling Dennett being unimpressed by Putnam’s indict-
ment of AI, that “AI has utterly failed, over a quarter century, to solve problems 
that philosophy has utterly failed to solve over two millennia.”60 Furthermore, 
examining the role of algorithms and automated decision-making and the data 
needed to inform algorithms may shed light on what actually underlies society’s 
goals and policies in the first place, issues that have begun to receive attention in 
the literature of algorithms, fairness, and social welfare.61 In “Toward a Theory 
of Justice for Artificial Intelligence,” Iason Gabriel, drawing on Rawls’s theory of 
justice, explores the intersection of AI and distributive justice by considering the 
role that sociotechnical systems play. He examines issues including basic liberties 
and equality of opportunity to suggest that considerations of distributive justice 
may now need to grapple with the particularities of AI as a technological system 
and that could lead to some novel consequences. 

And as AI becomes more powerful, a looming question becomes how to align AI 
with humans with respect to safety and control, goals and preferences, even values. 
The question of AI and control is as old as the field itself; Turing himself raised it, 
as Russell reminds us. Some researchers believe that concerns about these sorts of 
risks are overblown given the nature of AI, while others believe we are a long way 
away from existential control risks but that research must begin to consider ap-
proaches to the control issue and factor it into how we develop more powerful AI 
systems.62 Russell proposes an approach to alignment and human compatibility 
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that capitalizes on uncertainty in goals and human preferences, and makes use of 
inverse reinforcement learning as a way for machines to learn human preferences. 
Elsewhere, Gabriel has discussed the range of possibilities as to what we mean by 
alignment with AI, with each possibility presenting its own complexities.63 But in 
Gabriel, as in Russell, there are considerable normative challenges involved, along 
with complications due to the plasticity of human preferences. 

In “Artificial Intelligence, Humanistic Ethics,” John Tasioulas argues that de-
signing AI that aligns with human preferences is one thing, but it does not obviate 
the need to determine what those human preferences should be in the first place. 
He challenges the tendency to default to preference utilitarianism and its maximi-
zation by AI developers, as well as by economic and governmental actors (who of-
ten use wealth maximization and GDP as proxies), which leads to market mecha-
nisms dominating solutions at the expense of nonmarket values and mechanisms, 
echoing some of Coyle’s concerns. Here again it seems that the mirror provided by 
more capable AI highlights, and with higher stakes, the unfinished (perhaps never 
to be finished) business of humanistic ethics, not unlike how AI may be pushing 
us to clarify fairness and serving notice that trolley problems are no longer just the 
stuff of thought experiments, since we are building autonomous systems that may 
have to make such choices. 

Throughout the history of AI, we have asked: how good is it now? This ques-
tion has been asked about every application from playing chess or Go, to know-
ing things, performing surgery, driving a car, writing a novel, creating art, inde-
pendently making mathematical conjectures or scientific discoveries, or simply 
having a good bedside manner. In asking the question, it may be useful also to ask: 
compared to what? With an eye toward implications for society, one might com-
pare AI with the humans best at the respective activity. There remain plenty of 
activities in which the “best” humans perform better than AI–as they likely will 
for the foreseeable future–and society is well served by these humans perform-
ing these activities. One might also compare with other samplings of humanity, 
such as the average person employed in or permitted to conduct that activity, or 
a randomly selected human. And here, as AI becomes more capable, is where the 
societal implications get more complicated. For example, do we raise permission 
standards for humans performing safety-critical activities to keep up with ma-
chine capabilities? Similarly, what determines when AI is good enough? A third 
comparison might be with respect to how co-extensive the range of AI capabili-
ties become with those of humans–what Simon and Newell, as mentioned earli-
er, thought would eventually come to pass. How good AI systems become in this 
respect would likely herald the beginning of a new era for us and for society of the 
sort discussed previously. But perhaps the most important comparison is with re-
spect to what we choose to use AI for and what we need AI to be capable of in order 
to benefit society. It would seem that in any such comparisons, along with how we 



20 Dædalus, the Journal of the American Academy of Arts & Sciences

Getting AI Right: Introductory Notes on AI & Society

design, develop, and deploy AI, the societal implications are not foregone conclu-
sions, but choices that are up to us. 

I s all this worth it? If not, a logical response might be to stop everything, stop 
further development and deployment of AI, put the curses back in Pandora’s 
box. This hardly seems realistic, given the huge economic and strategic stakes 

and the intense competition that has been unleashed between countries and be-
tween companies, not to mention the usefulness of AI to its users and the tanta-
lizing beneficial possibilities, some already here, for society. My response to the 
question is a conditional yes.

At an AI conference a few years ago, I participated on a panel to which the host, 
Stuart Russell, posed a thought experiment. I forget the exact formulation, or even 
how I responded, but I have come to express it as follows: 

It’s the year 2050, AI has turned out to be hugely beneficial to society and generally 
 acknowledged as such. What happened?

This thought experiment aims to elicit the most worthwhile possibilities we 
achieved, the most beneficial opportunities we realized, the hard problems we 
solved, the risks we averted, the unintended consequences, misuses, and abuses 
we avoided, and the downsides we mitigated all in order to achieve the positive 
outcome in a not-too-distant future. In other words, it is a way of asking what we 
need to get right if AI is to be a net benefit to society. 

The essays in this volume of Dædalus highlight many of the things we must get 
right. Drawing from these and other discussions, and a growing literature,64 one 
can compile a long working list65 whose items can be grouped as follows: The first 
group is related to the challenges of building AI powerful and capable enough to 
achieve the exciting beneficial possibilities for humanity, but also safe and with-
out causing or worsening individual or group harms, and able to earn public trust, 
especially where societal stakes are high. A second set of challenges concerns fo-
cusing AI’s development and use where it can make the greatest contributions to 
humanity–such as in health and the life sciences, climate change, overall well- 
being, and in the foundational sciences and in scientific discoveries–and to de-
liver net positive socioeconomic outcomes for all people. The all is all-important, 
given the likelihood that without purposeful attention to it, the characteristics of 
the resulting AI and its benefits could accrue to a few individuals, organizations, 
and countries, likely those leading in its development and use. The third group of 
challenges centers on the responsible development, deployment, use, and gover-
nance of AI. This is especially critical given the huge economic and geopolitical 
stakes and the intense competition for leadership in AI that has been unleashed 
between companies and between countries as a result. Not prioritizing responsi-
ble approaches to AI could lead to harmful and unsafe deployment and uses, out-
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right misuses, many more unintended consequences, and destabilizing race con-
ditions among the various competitors. A fourth set of challenges concerns us: 
how we co-evolve our societal systems and institutions and negotiate the com-
plexities of how to be human in an age of increasingly powerful AI. 

Readers of this volume will undoubtedly develop their own perspectives on 
what we collectively must get right if AI is to be a net positive for humanity. While 
such lists will necessarily evolve as our uses and societal experience with AI grow 
and as AI itself becomes more powerful, the work on them must not wait. 

Returning to the question, is this worth it? My affirmative answer is condi-
tioned on confronting and getting right these hard issues. At present, it seems that 
the majority of human ingenuity, effort, and financial and other resources are dis-
proportionately focused on commercial applications and the economic potential 
of AI, and not enough on the other issues that are also critical for AI to be a net ben-
efit to humanity given the stakes. We can change that. 
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