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In September of 1967, with the civil rights movement in full stride, Dr. Martin 
Luther King Jr. gave a major address at the annual meeting of the American 
Psychological Association. In that speech, Dr. King sought to enlist the help 

of “members of the academic community, who are constantly writing about and 
dealing with the problems that we face and who have the tremendous responsi-
bility of molding the minds of young men and women all over the country.”1 He 
called for deeper understanding of the nation’s legacy of racism and said “the un-
derstanding needs to be carefully documented and consequently more difficult to 
reject.” He urged social scientists to “‘tell it like it is’”–to illuminate why “the Ne-
gro, after 350 years of handicaps, mired in an intricate network of contemporary 
barriers, [can]not be ushered into equality by tentative and superficial changes.” 
Racial oppression, he said, arose from “systemic” causes and “will [not] be solved 
until there is a kind of cosmic discontent enlarging in the bosoms of people of 
good will all over this nation.”

Since Dr. King’s time, social scientists and other scholars have contributed 
enormously to our understanding of inequality based on race, gender, and other 
lines of socially constructed difference. One finding of this body of work is that 
although overt expressions of racism and other prejudices have declined over sev-
eral decades, unequal opportunities and outcomes persist in education, employ-
ment, housing, health care, the justice system, and other domains. The causes are 
complex and varied and cannot be reduced to a single explanation. But one thing 
we know is that racial and other biases have not been extirpated and continue to 
reinforce these inequalities. Even as overt prejudice has decreased, implicit bias–
the associations we make automatically, outside of our conscious awareness, be-
tween certain groups and certain characteristics–is a prominent feature of ordi-
nary cognition that can impair our ability to treat people fairly despite our best 
intentions. The strength and pervasiveness of implicit bias pose a major challenge 
to actualizing our societal commitment to equality.

This issue of Dædalus features state-of-the-art research and insightful perspec-
tives on implicit bias from a variety of disciplines and domains. The authors in-
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clude many of the leading scholars on this topic, as well as prominent policymak-
ers with deep experience navigating issues of diversity and discrimination. The 
volume serves as an up-to-date compendium of the literature and identifies direc-
tions for further study. It is an invaluable resource for anyone interested in the cur-
rent state of knowledge about implicit bias, its causes and effects, and potential 
interventions and mitigation strategies.

The genesis of this volume was a workshop we led on the science of implicit 
bias convened by the Committee on Science, Technology, and Law of the Nation-
al Academies of Sciences, Engineering, and Medicine in March 2021.  The event 
was also guided by an interdisciplinary planning group, some of whom have of-
fered their perspectives in this volume. The workshop, held online during the 
early stages of the coronavirus pandemic, drew more than one thousand people 
worldwide and featured some of the cutting-edge research in these pages. When 
we started planning the workshop in early 2020, we could not have foreseen so 
many recent events relevant to this work.

The murder of George Floyd by Minneapolis police officer Derek Chauvin in 
May 2020, caught on video, has ignited a national and global movement to combat  
anti-Black racism. The pandemic, together with racialized scapegoating, has fu-
eled a sharp rise in anti-Asian hate incidents and violence, including the killing of 
six Asian American women in Atlanta in March 2021 just days before our work-
shop. We have also witnessed barely disguised racism in anti-immigration rhet-
oric by public officials and commentators. Even as the Supreme Court endorsed 
colorblindness in its 2023 decision ending affirmative action in university admis-
sions, it blinks reality to ignore that race continues to shape key aspects of peo-
ple’s lives today. Racism denial underlies much contemporary rhetoric and moti-
vates many policy decisions across our nation. Moreover, despite progress in ed-
ucation and other areas, women’s equality remains elusive in many domains of 
public and private life, with unique challenges for women of different races, to 
say nothing of prejudice and open hostility directed at transgender people. Legis-
latures, courts, corporations, universities, K–12 schools, and organizations at all 
levels are earnestly grappling with these issues, and as was true in Dr. King’s time, 
there is an urgent need for scholarship that can illuminate these challenges and 
possible solutions.

Each essay in this volume conveys important findings and ideas that merit 
careful consideration on their own. Collectively, the essays highlight three 
themes we find especially significant. First, thanks to three decades of re-

search, the existence of implicit bias as a demonstrable and observable reality 
rests on a firm and wide-ranging evidence base. Since 1998, over thirty million Im-
plicit Association Tests have been taken, measuring unconscious or implicit atti-
tudes and stereotypes on a variety of dimensions, including race, gender, age, reli-
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gion, sexual orientation, weight, and others. The results comprise a large dataset 
that shows the extent of implicit biases in favor of advantaged groups as well as 
changes over time at a societal level.2 In addition, careful studies from a variety of 
disciplines, including psychology, sociology, economics, law, and neuroscience, 
have reported powerful evidence of implicit bias through laboratory experiments, 
audit studies, other field studies, brain imaging techniques, and, most recently, re-
search on natural language processing.3

These studies have demonstrated the operation of implicit bias not only in labo-
ratory tasks but also in real-life decision-making in education, employment, health 
care, the justice system, commercial transactions, and even sports. There is disturb-
ing evidence of such bias in law enforcement and voting.4 And some of the most poi-
gnant work has revealed how young children acquire racial biases from their obser-
vations of adult interactions, suggesting that such biases can be “caught” at an early 
age, even when not explicitly taught, and transmitted across generations.5

As many of the authors note, research shows that the correlation between im-
plicit bias and discriminatory behavior is small to moderate, and we must be care-
ful to examine all the facts before ascribing any individual incident, such as an 
employment decision or a police shooting, to implicit bias. But even small correla-
tions between predispositions and behaviors add up over an individual’s lifetime 
and at the level of society-wide decisions and interactions.6 Consider, in this re-
gard, the growing evidence that geographic regions with higher levels of implicit 
bias tend to have higher levels of racial disparities across a number of socially sig-
nificant outcomes, such as law enforcement, education, and health care.7 These 
findings and others have bolstered an emerging view that implicit bias may be un-
derstood as a feature of groups or geographic places, not just individual minds.8

The overarching point is that thirty years of scientific inquiry has produced a 
compelling body of evidence demonstrating the existence, strength, and perva-
siveness of implicit bias. The societal challenges posed by this body of research 
are serious and cannot be ignored.

Second, while much of the foundational research on implicit bias has come 
from psychology, a prominent theme of emerging work focuses on the relation-
ship between implicit bias and structural inequality. The plethora of studies re-
vealing how our biases manifest outside of conscious awareness have made fasci-
nating contributions to the science of cognition. But these studies should not be 
understood to “psychologize” racism or other biases–as if such biases exist solely 
or primarily as the mental states of individuals–just as neuroscientific study of 
implicit bias should not be construed as “biologizing racism.”9 Implicit bias re-
sides within a larger context of systemic discrimination, whereby laws, policies, 
and institutional practices assign value or allocate opportunity in ways that ad-
vantage certain groups and disadvantage others across multiple domains.10 Im-
plicit bias is both a cause and an effect of structural inequalities.



153 (1) Winter 2024 11

Goodwin Liu & Camara Phyllis Jones

How else to explain the remarkable finding that the extent of slaveholding by 
county at the time of Abraham Lincoln’s presidency correlates with county-level 
measures of pro-white implicit bias today, even after controlling for self-reported  
attitudes?11 A natural inference is that this relationship is mediated by structur-
al inequalities–including de jure and de facto segregation, wealth and educa-
tion gaps, disparate treatment by the justice system, and more–that have main-
tained racial hierarchy across generations. “Chronic exposure to these structural 
inequalities maintains and exacerbates implicit bias.”12 Moreover, as noted, re-
cent research has found that regional differences in implicit racial bias are cor-
related with the extent of racial disparities in policing, educational, health, and 
economic outcomes. It seems all but certain that the arrow of causation runs in 
both directions.

This point is also brought home by emerging studies of bias in artificial intel-
ligence (AI). Because AI reflects the patterns that exist in its training data, it is not 
surprising that a variety of algorithms–from facial recognition to health care uti-
lization to public safety risk evaluation–exhibit racial bias in their output and  
decision-making.13 In addition, recent work on massive language corpora (that is, 
the entirety of language in certain formats or repositories on the internet, such as 
Google Books) has demonstrated how implicit racial and gender biases in individ-
ual minds can amount to a reservoir of “collectively held or culturally imprinted 
beliefs” that complicate the task of ensuring algorithmic fairness in training AI.14 
In all these ways, our understanding is becoming more clear that implicit bias is 
not simply a matter of individual beliefs and attitudes, but also an expression and 
enabler of structural inequality at an institutional and societal level.

Third, compared to the robust research demonstrating the existence and oper-
ation of implicit bias, the evidence base for effective interventions or mitigation 
strategies is still emerging. We expect that it will continue to develop further in 
the coming years. A key question is whether implicit bias is malleable and can be 
lessened in individuals through various forms of priming, education, or other con-
textual interventions. The available evidence provides scant reason to believe that 
durable change can be achieved through modest interventions, including some 
current forms of diversity or implicit bias training.15 This is unsurprising given the 
extent to which our implicit biases reflect mental associations reinforced through 
a lifetime of observations and stimuli, starting from an early age.16 At the same 
time, there is evidence that implicit racial bias at a societal level has decreased 
over the past fifteen years, and more research is needed to understand what con-
ditions facilitated such change.17

For a number of reasons, antibias training of the kind often used by corpo-
rations, universities, and other organizations not only shows little promise for 
changing bias or behavior over the long term, but also has the potential to back-
fire.18 Instead of efforts to “debias” individual minds, changing organizational 
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policies and structures appears to be necessary to prevent or counteract the oper-
ation of implicit bias and to create new patterns of interaction that reflect our ex-
pressed commitments to fairness, inclusion, and equal opportunity. Such chang-
es may require strong leadership with clearly stated values, along with strategies 
to promote intergroup contact under conditions in which people of different 
backgrounds work together as equals toward a common goal.19 Combatting im-
plicit bias may also require changes in antidiscrimination law and judicial inter-
pretations, as well as structural or procedural reforms that reduce discretion in 
decision-making.20

The emerging picture is one in which implicit bias, though grounded in cogni-
tive science, is increasingly being understood as a phenomenon that both main-
tains and manifests systemic inequalities with long histories and structural un-
derpinnings. As aptly stated in this volume with regard to race:

Conceptualizing implicit racial bias as merely a byproduct of human cognition over-
looks the critical scientific insight that racial bias exists not only in the head, but also 
in the world. Implicit bias is the residue that an unequal world leaves on an individu-
al’s mind and brain, residue that has been created and built into institutional policies 
and practices and socialized into patterns of behavior over hundreds of years through 
the workings of culture.21

Accordingly, it is unlikely that implicit bias can be effectively addressed by 
cognitive interventions alone, without broader institutional, legal, and structural 
reforms. Such reforms may require organizations to collect data, analyze dispar-
ities, and take concrete and sustained actions to root out inequitable practices.22 
They will require individuals and organizations throughout society to acknowl-
edge that, despite their stated values or best intentions, their current ways of do-
ing things–including existing diversity, equity, and inclusion initiatives–are not 
immune to implicit bias and may not be sufficient to prevent its operation or rem-
edy its effects. All of this is hard work, but it is necessary and urgent work if we are 
to counter implicit bias in its individual and systemic dimensions.

We are indebted to the many scholars and leaders who have contributed to this 
volume. Their knowledge provides critical insights into how far we still have to go 
to achieve a just and equitable society, and how we might take steps to get there. 
We are also grateful to Anne-Marie Mazza, Steven Kendall, the National Acade-
mies’ Committee on Science, Technology, and Law, as well as Phyllis Bendell, her 
talented staff, and the American Academy of Arts and Sciences for their dedica-
tion to this important topic and for facilitating the work of our authors. We are 
honored to bring you this issue of Dædalus.
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