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Beginning in the mid-1980s, scientific psychology underwent a revolution–the 
implicit revolution–that led to the development of methods to capture implic-
it bias: attitudes, stereotypes, and identities that operate without full conscious 
awareness or conscious control. This essay focuses on a single notable thread of 
discoveries from the Race Attitude Implicit Association Test (RA-IAT) by providing 
1) the historical origins of the research, 2) signature and replicated empirical re-
sults for construct validation, 3) further validation from research in sociocognitive 
development, neuroscience, and computer science, 4) new validation from robust 
association between regional levels of race bias and socially significant outcomes, 
and 5) evidence for both short- and long-term attitude change. As such, the essay 
provides the first comprehensive repository of research on implicit race bias using 
the RA-IAT. Together, the evidence lays bare the hollowness of current-day actions 
to rectify disadvantage experienced by Black Americans at individual, institution-
al, and societal levels. 

The science of implicit race bias emerged from a puzzle. By the 1980s, lab-
oratory experiments and surveys revealed clear and noteworthy reduc-
tions in expressions of racial animus by White Americans toward Black 

Americans.1 But on every dimension that determines life’s opportunities and out-
comes–housing, employment, education, health care, treatment by law and law 
enforcement–the presence of widespread racial inequality remained. Further, on 
surveys asking even slightly indirect questions, such as attitudes toward federal 
support for racial equality in employment, attitudes appeared to have regressed, 
with 38 percent support in 1964 dropping to 28 percent in 1996.2 These inconsis-
tencies demanded an answer from science.

In their search for an explanation, experimental psychologists recalled an in-
teresting dissociation or disparity in beliefs recorded decades ago. During his trav-
els through the Jim Crow South, Gunnar Myrdal, a Swedish economist engaged by 
the Carnegie Corporation to conduct a study on interracial relations in America, 
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encountered an unexpected dilemma. The data from surveys and interviews of 
White Americans confirmed expected expressions of racism. And yet as Myrdal 
noted, other sentiments from the very same individuals spoke to their uneasy ac-
knowledgment of a disparity between the cherished national ideal of equality and 
the history of slavery and the realities of racism, even decades after emancipation. 
These dissonant cognitions, expressed inside quiet homes and noisy factories, 
struck Myrdal as distinctive enough to serve as the motif for his classic treatise, 
An American Dilemma: The Negro Problem and Modern Democracy.3

 Four decades later, psychologists responded to receding levels of “old- 
fashioned racism” by generating theories of “aversive racism” and measures of 
“modern racism.”4 These ideas emerged as necessary acknowledgment that al-
though race bias persists, modern racism manifests in more indirect and subtle 
ways than before. Indeed, experimental data emerging in the 1980s further high-
lighted the presence of automatic race bias in the minds of honest race egalitari-
ans.5 With accumulating evidence demonstrating that many judgments and deci-
sions could operate outside conscious awareness or control, social psychologists 
Anthony G. Greenwald and Mahzarin R. Banaji proposed the idea of implicit bias 
and suggested that a tractable measure of implicit cognition was needed.6 This es-
say reports on a thread of the development and discoveries of a singularly impor-
tant test: the Race Attitude Implicit Association Test (hereafter, RA-IAT), a mea-
sure designed to capture differential automatic attitudes, such as associations of 
“good” and “bad” with White and Black Americans.7 

In 1967, Martin Luther King Jr. gave the keynote address at the annual meeting 
of the American Psychological Association (APA), only months before his assas-
sination. He seemed to be aware that his audience of largely White Americans was 
eager to learn how they could contribute to the success of the civil rights move-
ment. But King’s speech clearly conveyed his perspective regarding the responsi-
bility of the APA’s scholars and clinicians. If they wished to support the movement, 
they should simply “‘tell it like it is.’”8 This essay is a response to that call from 
more than fifty years ago, to emphasize the strength and pervasiveness of anti- 
Black bias today. We tell it like it is, believing that empirical knowledge produc-
tion is indeed the responsibility of scientists with expertise in psychological and 
other sciences. However, the responsibility of addressing challenges to the ideal  
of racial justice sits squarely at the feet of the nation. In fact, it would be ill- 
advised to expect scientists–who generally lack knowledge of history, law, poli-
cy development, organizational behavior, and the modes of societal change–to 
be primarily responsible for imagining and constructing paths to social change. 
By telling it like it is, and remaining focused on the evidence itself, this report 
can, should the will exist, serve as a foothold to move America toward a solution 
to racial inequality. 
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History and Definitions

The science of implicit bias is rooted in experimental psychology. At the core of 
a particular family of measures is the concept of mental chronometry: studying the 
mind by measuring the time course of human information processing.9 That is, 
rather than analyzing participants’ responses to a question, the critical unit of 
measurement is the response latency or the time it takes to react to a stimulus. In 
the 1970s, researchers conducted the first robust studies testing the automatici-
ty of semantic memory. These studies indexed the strength of association between 
two concepts by using precisely timed stimuli and measuring an individual’s re-
sponse latencies on the order of tens of milliseconds.10 These procedures were 
soon adapted to test another important dimension of word meaning: valence, that 
is, the good-bad or pleasant-unpleasant dimension. Evidence soon emerged that, like 
semantic meaning, word or concept valence could be automatically extracted by 
relying on response latencies.11 Today, this result is received wisdom, and evalua-
tive priming is regarded to be a standard method to measure automatic attitudes.12

This class of experimental procedures captured the attention of psychologists 
concerned with the limitation of self-report measures of racism: individuals can 
withhold their true beliefs in favor of more socially desirable responses. More-
over, even if the desire to speak forthrightly is assured, self-report measures are 
limited because humans have a desire to present a positive view of themselves, not 
just to others but even to themselves. Finally, even if such concerns about self and 
social desirability were removed, a great deal of research had demonstrated that 
access to mental content and process is vastly limited, making the problem less an 
issue of motivation and more one of inaccessibility.13 These considerations, espe-
cially the latter, led psychologists to adapt mental chronometry to study automat-
ic or implicit forms of bias. Race was a natural domain for exploration because 
of the inconsistency between conscious values in aspirational documents like the 
U.S. Constitution and the history of American racism. 

A harbinger of the breakthrough to come appeared in a paper by psychologists 
John F. Dovidio, Nancy Evans, and Richard Tyler.14 Diverging notably from pre-
vious research methods, these researchers sat their subjects before a computer 
screen on which the category labels “Black” or “White” appeared. After each of 
these primes, target words that represented positive and negative stereotypes of 
these groups (such as ambitious, sensitive, stubborn, lazy) appeared on the screen, 
and subjects were asked to decide rapidly if each stereotypic word could “ever 
be true” or was “always false” of the group. The results were clear: participants 
classified words more quickly when positive words followed “White” and when 
negative words followed “Black” primes, suggesting that the category White was 
more positive than Black in participants’ implicit cognition. Although this meth-
od lacked the components that are characteristic of standard measures of implicit 
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cognition today (the response task still required deliberation), this study pointed 
toward the potential of nonreactive measurement of race bias. 

Social psychologist Patricia Devine’s dissertation experiments hammered a 
second stake into the ground.15 She subliminally presented words that captured 
negative Black stereotypes (in the experimental condition) or neutral words (in 
the control condition) and then requested evaluations of an ambiguously de-
scribed person. Remarkably, those who were subliminally exposed to Black stereo- 
types as primes were more likely to view the ambiguously described person as 
hostile than those in the control condition. Equally remarkable, the degree of race 
bias on this more automatic measure of stereotypes was similar regardless of con-
sciously reported levels of anti-Black prejudice. 

Devine’s research demonstrated the first classic dissociation between more 
deliberate or explicit race attitudes and more automatic or implicit race attitudes, 
and it prompted a shift in thinking about the nature of race bias. If bias were hid-
den, even to the person who carried it, that would explain how racial animus could 
decrease on survey measures while bias embedded in individual minds, institu-
tions, and long-standing societal structures persisted. The two were dissociated.  
From a research standpoint, it was clear that to gain access to race bias in all forms, 
experimental psychologists would need to develop and sharpen measures of im-
plicit race bias.

Several measures of implicit cognition emerged, among them the Implicit As-
sociation Test (IAT).16 The IAT followed in the tradition of its predecessors by re-
lying on a single fundamental idea: when two things become paired in our expe-
rience (for instance, granny and cookies), evoking one (granny) will automatically 
activate the other (cookies). In the context of race bias, the speed and accuracy 
with which we associate concepts like Black and White with attributes like good and 
bad provides an estimate of the strength of their mental association, in this case, 
an implicit attitude. 

Today, decades after the first uses of terms such as implicit bias, implicit attitude, 
and implicit stereotype, these concepts have permeated scientific and scholarly writ-
ing as well as the public’s consciousness so effectively that they are rarely accom-
panied by a definition or explanation.17 The earliest formal definition of implic-
it cognition reads: “The signature of implicit cognition is that traces of past ex-
perience affect some performance, even though the influential earlier experience 
is not remembered in the usual sense–that is, it is unavailable to self-report or 
introspection.”18A more colloquial definition of implicit bias has emerged as “a 
form of bias that occurs automatically and unintentionally, that nevertheless af-
fects judgments, decisions, and behaviors.”19 

Both definitions are quite general, and wisely so, to be inclusive of any domain 
under investigation (such as self-perception, health decisions, and financial deci-
sions). However, despite its generality, the greatest empirical attention has been 
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devoted to one particular family of biases: those that concern attitudes (valence) 
and stereotypes (beliefs) about social groups (such as by age, gender, sexuality, race, 
ethnicity, social class, religion, or nationality). Among these, the test that has gar-
nered the greatest scientific and public interest is the race test (as seen in the sci-
entific record and from completion rates of the test online, where the RA-IAT out-
strips all other tests in public interest).20 Unsurprisingly, and for the same rea-
sons, some resistance to the science of implicit race bias has also emerged, but 
such criticisms remain minor (2 percent of thousands of Google Alerts analyzed 
include any critical commentary).21

Scope of the Essay

Although full-fledged research on implicit social cognition began only in the 
1990s, thousands of research articles on implicit bias have since been published. 
In fact, Google Scholar returns over sixty-five thousand results in response to a 
query of implicit bias as of January 2024. This prolificacy, while notable, renders 
any complete review of the literature impossible. As such, this essay constrains 
coverage in four ways. First, we report research on implicit race attitudes, setting 
aside all other social categories (such as gender, age, sexuality, disability) with a fo-
cus on construct validity. Second, we highlight research on attitudes, setting aside 
research on race stereotypes. Third, we focus almost entirely on a single method, 
the IAT, because 1) it is the most widely used measure of implicit bias today (the 
original report by Greenwald, Debbie McGhee, and Jordan L. K. Schwartz has re-
corded over seventeen thousand citations on Google Scholar as of January 2024), 
and 2) the online presence and popularity of the RA-IAT at Project Implicit offer an 
unparalleled source of data to explore implicit race attitudes.22 Surprisingly, the 
signature results from this most popular IAT over the last twenty-five years have 
not been presented in a single location before. We synthesize them here. Fourth 
and finally, given the mission of Dædalus to explore the frontiers of knowledge on 
issues of public importance, we prioritize coverage of questions about the nature 
of implicit race bias and its interpretation rather than questions of primarily sci-
entific interest, such as the nature of the psychological processes underlying implic-
it bias, like whether the underlying representation is best viewed as associative or 
propositional in nature.23 

With these constraints and opportunities in mind, we introduce 1) streams of 
research from other sciences, notably cognitive development, neuroscience, and 
computer science, to provide convergent validation for the RA-IAT data; 2) new 
research providing predictive validity by demonstrating robust covariation be-
tween regional RA-IAT and racial disparities in health care, education, business, 
and treatment by law enforcement; and 3) evidence demonstrating the RA-IAT’s 
malleability at the individual level (change within one person) and population 
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level (change within the United States). Together, the data offer confidence in 
the concept of implicit race bias for use in two ways: as a foothold to an effort for 
broad-based programs and procedures to ensure racial equality, and as the basis 
for teaching about implicit bias in all educational settings, including schools, col-
leges, and the workplace. 

The Race Attitude IAT:  
Early Discoveries and Signature Results Providing Validation

Evidence of implicit race bias using the IAT first emerged in the mid-1990s from 
small-scale, highly controlled experiments administered to college students, as 
was characteristic of research at that time. These initial experiments were im-
portant for benchmarking data that would soon arrive from exponentially larger 
and more diverse internet-based samples. In 1998, Yale University hosted a test of 
implicit race attitude, the RA-IAT, among a few other IATs, and the site was im-
mediately bombarded with participants. The RA-IAT was immediately the most 
popular test, and it remains so twenty-five years later. Today, the amount of re-
search conducted and the diversity of empirical results obtained may appear in-
surmountable to the general reader. Here, we have created the first repository of 
the basic discoveries and signature results of the RA-IAT in easy-to-access per-
centages, histograms, and inferential statistics.

Implicit Social Cognition Terminology and IAT Components

The RA-IAT, following the general IAT procedure, consists of items that appear on 
a computer screen belonging to a pair of target categories (such as Black and White) 
and a pair of target attributes (such as Good and Bad). At the most basic level, the 
RA-IAT provides an index of implicit race bias by measuring the relative speed (on 
the order of milliseconds) it takes participants to sort stimuli when White and 
Good share a response key (and Black and Bad share a different response key), rel-
ative to when Black and Good share a response key (and White and Bad share a dif-
ferent response key).24 The IAT score is captured by the statistic D, which is a mea-
sure of effect size, computed by taking the difference between response latencies 
in the two critical conditions (that is, Black + Good/White + Bad, and Black + Bad/
White + Good) and divided by the standard deviation across all blocks of the test. 

Uninitiated readers may wish to take the test at https://implicit.harvard.edu 
/implicit/selectatest.html. Additionally, in Table 1, we provide descriptions and 
examples of the core terminology of implicit social cognition and the IAT more 
generally, even though our focus in this essay will remain on the concept of the 
attitude.

https://implicit.harvard.edu/implicit/selectatest.html
https://implicit.harvard.edu/implicit/selectatest.html
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Table 1
Core Terminology of Implicit Social Cognition Theory and  
the Implicit Association Test

Term Description Labels (examples) Stimuli (examples)

Concept
Category

The concept or 
category of scientific 
interest: that is, the 
target object toward 
which a measure of 
attitude or stereotype 
is sought, such as race, 
gender, age, sexuality 

Black, White, Asian, 
Latinx (race) 

Male, Female,  
Nonbinary  
(gender) 

Elderly, Young (age) 

Photos/pictures to repre-
sent the concept (such as 
faces of Black and White 
individuals) 

Names or other words 
to represent the concept 
(such as John or Jane to 
represent gender)

Faces or images to repre-
sent age

Attribute
Category 

The psychological 
process of scientific  
interest such as 
attitude, stereotype, 
identity; the attribute 
is the category whose 
strength of associa-
tion to the concept 
category is tested

Attitude:  
Good-Bad,  
Pleasant-Unpleasant

Stereotype:  
Strong-Weak, 
Smart-Dumb,  
Honest-Lying 

Identity: Me- 
Not Me, Me-Other 

Good: Love, peace, joy
Bad: Devil, awful, failure

Strong: Powerful, sturdy, 
robust
Weak: Fragile, delicate, 
frail

Me: Me, Myself, I, Mine
Not Me: Not Me, They, 
Them, Other

Attitude Evaluative or valence 
dimension

Good-Bad, 
Pleasant-Unpleasant, 
Positive-Negative

See “Attribute Category” 
row for example stimuli

Stereo-
type

Beliefs about social 
groups 

Strong-Weak, 
Smart-Dumb, 
Honest-Lying

See “Attribute Category” 
row for example stimuli

Identity Attitudes and beliefs 
about oneself

Me-Not Me, 
Me-Other

See “Attribute Category” 
row for example stimuli

Source: Descriptions and definitions by the authors.
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Overall Levels of Explicit and Implicit Race Attitudes  
and Their Dissociation 

An analysis of Project Implicit data from 3.3 million American respondents who 
completed the RA-IAT across fourteen years (2007–2020) shows robust evidence 
of implicit race bias: overall, 65 percent of respondents displayed a meaningful 
association of White with good relative to Black with good (“implicit pro-White 
bias”), whereas 19 percent of respondents displayed no preference (see Figure 1; 
for corresponding effect sizes, see Table 2).25 That is, 2.1 of 3.3 million respondents 
automatically associated the attribute “Good” (relative to “Bad”) more so with 
White than Black Americans. By contrast, across all fourteen years, only 29 per-
cent of respondents explicitly reported a preference for White over Black, and 60 
percent of respondents reported equal liking for both groups. As the reader may 
anticipate, these overall scores are strongly modulated by the social group of the 
respondent; those data are presented in the next section. 

This divergence between mean levels of implicit and explicit race attitudes is 
striking and bolstered by a dissociation between implicit and explicit race atti-
tudes within a single person. Specifically, modest correlations between implicit 
and explicit attitudes are typically observed across all participants (for example, 
r = 0.30 [95% CI: 0.308, 0.310]), and even weaker correlations often emerge for 
Black Americans (see Table 2).26 Additional support for this dissociation has been 
derived from latent variable modeling. Unlike variables that can be directly ob-
served or measured (like temperature), latent variables refer to constructs–such 
as race attitudes–that are inferred indirectly and can possess a degree of measure-
ment error. These latent modeling techniques indicate that implicit and explicit 
attitudes are related, but distinct. That is, although the latent implicit and explicit 
attitude variables are correlated (r = 0.47), a confirmatory factor analysis suggests 
that a two-factor solution fits the data better than a single- factor solution with a 
single latent “attitude” variable.27 In other words, this technique indicated that 
implicit and explicit attitudes are related, but psychometrically  distinct.

Together, this pattern of data–low levels of explicit race bias but high levels 
of implicit bias–is considered a key result of implicit intergroup cognition. The 
data also provide a conceptual replication of Devine’s early discovery that implic-
it race bias can emerge in defiance of stated egalitarian values.28 However, unlike 
Devine’s work with subliminally presented stimuli, the IAT does not hide its in-
tent; the two racial categories are in full view and the test is announced as one of 
race bias. Moreover, the IAT components are not shrouded in mystery and com-
pleting the task is so simple that even a child can participate. These features con-
tribute to the surprise that often accompanies the IAT: if the task itself is easy, why 
can I not control my responses? 
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Figure 1
Distributions of Implicit and Explicit Race Attitudes

IAT D scores range from -2.0 to 2.0, with 0 ± 0.15 serving as the null interval (“Little or No 
Bias”). Source: Created by the authors using Project Implicit data. 
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Table 2 
Implicit and Explicit Race Attitudes by Participants’ Race/Ethnicity

Demo-
graphic 
Subgroup

Implicit Explicit

N IAT 
D

Cohen’s 
d

Mean
Cohen’s 

d
E-I  

Correlation

Overall 3,325,990 0.29 0.66 0.20 0.19
0.30  

[0.308, 0.310]

White 1,881,719 0.36 0.85 0.42 0.51
0.21  

[0.211, 0.214]

Asian 
(East and 
South)

176,218 0.30 0.70 0.28 0.29
0.27  

[0.261, 0.271]

Hispanic 335,780 0.25 0.57 −0.02 −0.02
0.27  

[0.275, 0.281]

Multiracial 43,650 0.15 0.34 −0.19 0.62
0.28 

[0.268,0.285]

Black 290,837 −0.05 −0.11 −1.07 −0.84
0.17  

[0.164, 0.171]

IAT D scores range from −2 to +2, with positive values indicating an implicit pro-White bias.  
Explicit preferences ranged from −3 (“I strongly prefer African Americans to White Americans”) 
to +3 (“I strongly prefer White Americans to African Americans”). The column “E-I” represents 
the correlation between IAT D scores and explicit preferences, with 95 percent confidence inter-
vals reported in brackets. Source: Compiled by the authors using Project Implicit data.

Nevertheless, after nearly a century of work based on almost purely explic-
it measures, these results lay bare the full extent of the challenge we face when 
confronting the status of race in America today.29 Recall in Myrdal’s interviews 
during Jim Crow that respondents revealed a disparity between two consciously 
held beliefs: the American ideal of liberty and equality and America’s history of 
bondage and inequality. In a sense, that conflict is psychologically simple because 
both cognitions are conscious. By contrast, the dissociation between explicit and 
implicit race attitudes is especially challenging because implicit attitudes oper-
ate largely outside the purview of conscious awareness and control, and therefore 
may unwittingly produce behaviors that conflict with consciously held values and 
beliefs.
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Explicit and Implicit Race Bias by Racial/Ethnic Group

Among psychology’s most ubiquitous results is the demonstration of in-group 
bias. Irrespective of whether the groups involved are “minimal” (based on a “min-
imal” preference, such as for the artist Klee over Kandinsky) or real, research has 
overwhelmingly demonstrated that humans show a preference for their own group 
relative to the out-group.30 For example, Japanese Americans and Korean Amer-
icans, Yankee and Red Sox fans, and Yale and Harvard students all display clear 
and symmetric in-group preferences.31 However, as visualized in Figure 2, the data 
across White and Black Americans paint a much more complex picture.

Specifically, 71 percent of White Americans displayed an implicit pro-White 
bias, whereas only 33 percent of Black Americans displayed an implicit pro-Black 
bias. These data are in contrast with the robust in-group preferences among Japa-
nese and Korean Americans, Red Sox and Yankee fans, and Yale and Harvard stu-
dents, in which each group showed an equally robust preference for its own group. 
This lack of in-group preference among Black Americans is a second signature re-
sult and it extends beyond Black Americans to other less advantaged groups. That 
is, unlike members of socially advantaged groups, who consistently display im-
plicit in-group preferences, members of socially disadvantaged groups typically 
do not. 

On the measure of explicit bias, an almost opposite pattern emerges, making 
these data among the clearest examples of mental dissociation: the lack of con-
sistency between two measures of the same concept, within the same mind. Only 
34 percent of White Americans displayed an explicit pro-White bias, whereas 56 
percent of Black Americans displayed an explicit pro-Black bias. These data high-
light the role conscious values play on responses. White Americans, likely being 
aware of the history of race relations in America, report a far more muted in-group  
preference. Black Americans, equally likely aware of the history of race relations 
in America, report an overwhelming in-group preference. 

When taken together, the data for White and Black Americans showed a dou-
ble dissociation. On the one hand, White Americans report little in-group prefer-
ence on the explicit measure but strong in-group preference on the implicit mea-
sure. On the other hand, Black Americans show a strong in-group preference on 
the explicit measure but no in-group preference on the implicit measure. We re-
gard this result to be sufficiently important that we recommend that it play a role 
in any discussion of policies to ensure racial equality. Conscious attitudes need 
not follow such a pattern, but to the extent that attitudes and behavior are driven 
by both explicit and implicit cognition, the balance sheet of intergroup liking shows 
a striking lack of parity. 

Interestingly, when third-party groups are tested (such as Asian Americans tak-
ing a White-Black IAT), they consistently show an implicit pro-White bias (see Ta-
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ble 2). That is, rather than associating both out-groups with good equally, third-par-
ty respondents display an implicit preference for the socially dominant group. In 
fact, rivaling the degree of bias among White Americans, 65 percent of Asian Amer-
icans and 60 percent of Latinx Americans display an implicit pro-White preference. 

Similar patterns also emerge on measures of implicit stereotyping. As one ex-
ample, Morehouse and Banaji, with Keith Maddox, found that White Americans 
and third-party participants associate human (versus nonhuman attributes like 
“animal” and “robot”) more with their group, whereas nondominant groups (like 
Black Americans) display no “human = own group” bias.32 This striking absence 
of in-group preference in members of disadvantaged groups points to the power 
of the social standing of groups in society, and has been interpreted to be consis-
tent with system justification tendencies.33

Figure 2 
Distributions of Implicit and Explicit Race Attitudes for  
White and Black Americans

IAT D scores range from -2.0 to 2.0, with 0 ± 0.15 serving as the null interval (“Little or No 
Bias”). Source: Created by the authors using Project Implicit data. 
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Explicit and Implicit Race Bias by Other Demographic Variables

Beyond race/ethnicity, do other demographic variables modulate the strength of 
implicit race bias? That is, will men and women, liberals and conservatives, or 
older and younger respondents show different levels of implicit race bias? To test 
this question, variation across five additional demographic characteristics was ex-
amined: religion, level of education, age, gender, and political ideology. Implicit 
race bias was largely stable across respondents’ religious affiliation and level of 
education. However, differences emerged across age, gender, and political ideol-
ogy. Implicit pro-White preferences increased with age (each five-year increase 
translating roughly to a 3 percent increase in IAT D scores), and respondents over 
age sixty displayed levels of bias that were 15 percent stronger than individuals 
under age twenty. Further, the incidence of pro-White bias was 20 percent higher 
among self-identified conservatives relative to self-identified liberals, and 7 per-
cent higher among men relative to women.

These results show how group membership is related to variation in implicit 
and explicit race attitudes. Later in this essay, we explore another potential deter-
minant of attitude strength–participants’ local environment–and the relation-
ship between regional levels of implicit race attitudes and socially significant out-
comes (such as lethal use of force by police or health outcomes).

Origins of Implicit Race Bias: Evidence for Developmental Invariance

Over the past twenty years, researchers have gained a new understanding about 
the surprisingly early precursors of race encoding and race preference in infants 
and young children. Although far from biological and social maturity, infants and 
children show evidence of a mind that is already attuned to race but has the ca-
pacity to set racial groupings aside, even when attending to other social categories 
like gender and age, in other situations.34 

Human groups across the world, as much as they differ by language, culture, 
preferences, beliefs, and values, are all members of the same species. Is implicit 
bias a core capacity that unifies us as humans? If we look cross-culturally, a recent 
analysis of implicit race attitudes from thirty-four countries revealed that an im-
plicit preference for White over Black appears in every country sampled (see Fig-
ure 3).35 

Another way to test whether a particular attitude is fundamental is to observe 
whether it is present in infants and young children. Our interest here is not in chil-
dren qua children, but rather in developing minds. Is implicit race bias present 
even in early stages of cognitive-affective development? The obvious prediction 
would be that, of course, given the massively different levels of personal experi-
ence and knowledge of the culture that children have acquired relative to adults, 
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Figure 3
Implicit Race Attitudes by Country

Country-level RA-IAT scores expressed in Cohen’s d effect sizes, with positive effect sizes rep-
resenting an implicit pro-White bias. For comparison, the average IAT D-Score for the United 
States for the same period (2009–2019) was 0.30. Source: Adapted from Tessa Charlesworth, 
Mayan Navon, Yoav Rabinovich, Nicole Lofaro, and Benedek Kurdi, “The Project Implicit In-
ternational Dataset: Measuring Implicit and Explicit Social Group Attitudes and Stereotypes 
across 34 Countries (2009–2019),” Behavioral Research Methods 55 (3) (2023): 1413–1440.

implicit race bias should differ based on age. But to the extent that the data show 
the opposite–similar patterns of implicit race bias in adults and children–we 
would learn that such biases require little time and experience in a culture to be 
acquired. 

Much has been written about the development of race cognition in infancy.36

From this work, we know that even infants prefer faces of members of their own 
group, an effect that likely emerges out of familiarity with their caregivers. For ex-
ample, three-month-old Ethiopian infants in Ethiopia prefer African over Euro-
pean faces, Ashkenazi babies in Israel prefer European over African faces, and ba-
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bies of Ethiopian Jews who have immigrated to Israel and have caregivers of both 
groups show no race preference.37 Importantly, these preferences are early emerg-
ing but not hard-wired; they are absent at birth but present by three months of 
age.38 In other words, these data show that the human brain is attuned to features, 
like race and gender, in the environment that can differentiate between in-group 
and out-group members. 

Work with toddlers has been especially fruitful because the same method used 
to measure implicit race bias in adults could be adapted to measure implicit race 
bias in children. Specifically, psychologist Andrew Scott Baron and Banaji created 
a child version of the RA-IAT.39 Given that children’s experiences and knowledge 
of racial groups vastly differ from adults’, the authors expected stark differenc-
es in the degree of implicit race bias expressed by children and adults. However, 
this is not what they found. The surprising result, now replicated many times, is 
that White six-year-olds, ten-year-olds, and adults show identical levels of implic-
it race bias. 

Notably, and further mirroring the results obtained in adult samples, chil-
dren’s implicit race bias was qualified by social status. By age three, White Amer-
ican children show an in-group preference, whereas Hispanic and Black Ameri-
can children show no in-group preference.40 This result is remarkable because it 
teaches us that implicit attitudes are absorbed from the culture and into the minds 
of even young children. It also challenges the theoretical intuition that implicit at-
titudes are learned slowly over time. (For further discussion of the development 
of implicit racial bias, see Andrew N. Meltzoff and Walter S. Gilliam’s contribu-
tion to this volume.)41

Converging Evidence from Neurons and Natural Language

Understanding how the mind works is not for the meek. The Nobel Prize–winning  
physicist Murray Gell-Mann seemed to understand this when he reputedly said, 
“Think how hard physics would be if particles could think.” Not only are beings 
who can think the object of our study, but the thinking under consideration is not 
easily available to their own conscious awareness. As such, building a case for an 
imperceptible yet consequential bias requires a multipronged, continuous, and it-
erative process of validation. 

There is already deep and broad evidence for the construct validity of the IAT. 
For example, providing face validity, we know a priori that the concept “flower” is 
more positive than “insect,” and the IAT detects this implicit pro-flower preference 
in most humans.42 Further evidence can be obtained by studying groups who are 
known to differ in attitude and observing whether expected differences emerge. 
Indeed, we have already reported that Black and White Americans show diverging 
implicit race attitudes, providing additional evidence for construct validity. As a 
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third route, construct validation has been obtained by demonstrating that findings  
derived on the IAT are related to (but not redundant with) conceptually similar con-
structs. Indeed, we have shown that although implicit and explicit race attitudes 
are modestly correlated, latent variable modeling suggests that a two-factor solu-
tion (with “implicit bias” and “explicit bias” as separate latent factors) provided 
the best fit to the data. In fact, providing discriminant validation, implicit insect- 
flower attitudes did not hang together with implicit intergroup attitudes.

In the following sections, we will encounter construct validation in several 
new ways. In particular, we show that methods from other fields (including neuro- 
imaging and word embeddings) also demonstrate evidence of implicit race bias. 
Moreover, we explore the origins and consequences of implicit race bias to push 
the engine of construct validity further. Together, these various approaches have 
not only created a strong foundation for understanding the concept of implicit 
race bias, but have produced unexpected empirical findings that challenged and 
refined existing theory.

The Neural Basis of the RA-IAT 

When the first pre-IAT measures of implicit attitudes were introduced, little discus-
sion ensued about whether these alien measures should be considered measures of 
attitude.43 However, when the IAT was introduced, the question of construct valid-
ity appeared immediately.44 It became obvious that measures that directly interro-
gated the brain, especially those regions that had long been identified as playing a 
role in emotional learning (such as Pavlovian conditioning), could prove useful if 
correlations between IAT behavior and brain activation patterns in regions known 
to be evolved in emotional learning could be observed. 

Research with neuroimaging methods like fMRI has long demonstrated that 
the amygdala, a subcortical brain structure, is involved in the continuous evalua-
tion and integration of sensory information, with a special role for assigning val-
ues for valence and intensity.45 Crucially, neuroscientist Elizabeth A. Phelps and 
colleagues showed that amygdala activation to Black faces of unknown individ-
uals (relative to White) was significantly correlated with implicit race bias; no 
such correlation was observed with explicit race bias as measured by the Mod-
ern Racism Scale.46 This suggested that whatever the RA-IAT detects has a core 
valence component, in line with the idea of “attitudes” as measuring evaluations 
or the dimension of positive and negative. A second study suggested that race-based 
responding is modulated by experience: when the faces of famous and general-
ly liked Black (Denzel Washington) and White (Jerry Seinfeld) faces were used, 
this activation-implicit bias correlation disappeared. Put differently, this result 
indicated that familiarity can interrupt this relationship, providing two-pronged 
convergence.



153 (1) Winter 2024 37

Kirsten N. Morehouse & Mahzarin R. Banaji

In the decades that have followed, a plethora of evidence has linked implicit 
attitudes with neural responses to race-based in-group and out-group faces and 
more downstream decision-making to test the ability to control default, biased 
responding.47 Results of relevance demonstrate that 1) the neural representation 
of race-based attitudes involve a range of overlapping and interacting brain sys-
tems, 2) race-based processing of in-group and out-group faces occurs early in the 
information-processing sequence starting at one hundred milliseconds upon en-
countering a face, 3) implicit bias observed in brain activity is malleable and re-
sponsive to task demands and context, and 4) individual differences exist in the 
ability to exert control over biased responses, and this control itself can be initi-
ated without awareness as well as involve both inhibition of unwanted respons-
es and the initiation and application of intentional behavior.48 Crucially, this last 
piece of evidence highlights the need for proactive interventions. If bias can creep 
in, even during early visual processing, then it is unrealistic to expect even well- 
intentioned individuals to prevent bias from impacting their behavior in the mo-
ment. Instead, changes that alter the choice structure and prevent bias from enter-
ing the decision-making process are more likely to succeed.

Overall, neuroscientific evidence provided important construct validity for 
the IAT and its presumed measurement of expressions of value along a good-bad 
dimension. Moreover, it indicated that implicit race bias converges with multiple 
levels of information processing from the earliest stages of face detection to judg-
ments of behavior.

Word Embeddings Based on Massive Language Corpora  
Converge with IAT Data

A long history of research on natural language processing (NLP) coupled with the 
availability of massive language corpora (such as the Common Crawl and Google 
Books) have created the opportunity to learn how social groups are represented in 
language on an unprecedented scale. Specifically, mirroring the logic of the IAT, 
computer scientist Aylin Caliskan and colleagues used word embeddings–a tech-
nique that maps words or phrases to a high-dimensional vector space–to under-
stand the relative associations between targets (such as Black and White people) 
and attributes (such as Good and Bad).49 Creating a parallel measure, the Word 
Embeddings Association Test (WEAT), they performed tests of group-attribute as-
sociations in language on a trained dataset of eight hundred and forty billion tokens 
from the internet. In doing so, they replicated the classic implicit race bias finding: 
European American names were more likely than African American names to be 
closer (semantically similar) to pleasant words than to unpleasant words. 

These approaches have also enabled researchers to ask questions about human 
attitudes that are beyond the scope of behavioral tools. Experimental psycholo-
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gist Tessa Charlesworth, Caliskan, and Banaji used trained databases of histori-
cal texts to demonstrate that attitudinal biases toward racial/ethnic groups have 
remained stable over the course of two centuries (1800–1999).50 Moreover, just 
as neuroimaging data showed convergence between theoretically identified brain 
regions like the amygdala and the RA-IAT but not with explicit race bias, analyses 
of the biases embedded in language suggest that they are related to IATs but not 
self-report data.51 In other words, linguistic patterns represent a reservoir for col-
lectively held or culturally imprinted beliefs.52 

In fact, recent work indicates that algorithms are even capable of refracting be-
liefs about racial purity.53 Specifically, information scientist Robert Wolfe, Calis kan, 
and Banaji showed that CLIP, an algorithm that relies on both image and text data, 
has learned the one-drop rule or hypodescent (that is, a legal principle prominent 
even in the twentieth century that held that a person with just one Black ancestor 
is to be considered Black).54 Overall, these findings add to the burgeoning evidence 
that implicit bias embedded in human minds exists in language and that algorithms 
trained on these databases will carry, amplify, and even reproduce bias.55 

Covariation between Regional Implicit Race Bias and  
Socially Significant Outcomes

A growing number of “audit studies” have demonstrated group-based discrimi-
nation in controlled field settings.56 These studies, typically conducted by econ-
omists and sociologists, create highly standardized but naturalistic situations to 
explore how specific variables (such as race/ethnicity) influence behavior. For ex-
ample, economist Marianne Bertrand and computation and behavioral scientist 
Sendhil Mullainathan sent roughly five thousand fictitious résumés to employers 
in Boston and Chicago.57 The résumés were identical in all ways except that the ap-
plicant’s name was either a White- or Black-sounding name. Despite their identi-
cal qualifications, résumés with White names received 50 percent more callbacks 
than résumés with Black names. In another example in the domain of employ-
ment, Devah Pager and colleagues demonstrated that, despite having equivalent 
résumés and being actors trained to respond identically to interview questions, 
Black applicants were half as likely to receive a callback than White applicants.58 
In fact, in an even more stunning demonstration of race bias, Black applicants 
were just as likely to receive a callback as White applicants with a felony record. 
These individual studies mirror a larger trend observed in a meta-analysis: hiring  
discrimination against African Americans remained stable over a twenty-five-
year period (1989–2015).59

These audit studies, like the perplexing disconnect between consciously re-
ported prejudice and observed inequalities in society, require an explanation. 
How is it that the same résumé or qualifications can be evaluated more positively 



153 (1) Winter 2024 39

Kirsten N. Morehouse & Mahzarin R. Banaji

if they are attributed to a White person? We posit that implicit bias is the most 
likely explanation. The difficulty was that, until recently, no direct link between 
measures of implicit bias and large-scale race-based discrimination was available. 
However, a new line of research, now reaching a substantial number of demon-
strations, provides the first persuasive evidence that implicit bias is indeed cor-
related with racial discrimination on socially significant outcomes (SSB) in do-
mains like employment, health care, education, and law enforcement.60

Specifically, a mounting body of research across laboratories and disciplines 
within the social sciences shows that U.S. regions with stronger implicit race bias 
(measured by the RA-IAT and stereotype IATs) also have larger Black-White dispar-
ities in SSBs. In fact, this research has demonstrated covariation between regional 
implicit race bias and SSBs in four prominent domains: 1) education  (including sus-
pension rates and Black-White gaps in standardized test scores);61 2) life and eco-
nomic opportunity (adoption rates and upward mobility);62 3) law enforcement 
(Black-White disparities in traffic stops and the use of lethal force);63 and 4) health 
care (Medicaid spending and Black-White gaps in infant birth weight and preterm 
births).64 These studies show that implicit bias, measured at the level of individu-
al minds but aggregated across geographic space, reflects race discrimination that 
cannot otherwise be explained.

Evidence and Interventions for Implicit Attitude Change: 
Early Evidence of Malleability

With hindsight, we know that implicit bias is malleable. However, this was not 
always received knowledge or even expected. In the early years of research on im-
plicit bias using the IAT, many primary investigators believed that implicit bias 
was intractable.65 Yet even early work raised the possibility that implicit race at-
titudes were sensitive to perceivers’ motivations, goals, and strategies, as well as 
contextual manipulations.66 For example, social psychologist Bernd Wittenbrink 
and colleagues found that negativity toward Black individuals was lower after 
watching a movie clip depicting Black Americans in a positive setting (relative to 
a negative setting).67 Similarly, social psychologist Brian Lowery and colleagues 
demonstrated that White Americans displayed lower levels of negativity toward 
Black individuals in the presence of a Black (rather than White) experimenter.68

Extending this work, psychologist Calvin Lai and colleagues conducted an im-
portant study exploring the comparative efficacy of seventeen interventions de-
signed to reduce implicit race bias.69 Although these interventions were roughly 
five-minutes long and only administered once, eight of the seventeen interventions 
were effective in reducing implicit race bias. The most effective interventions in-
voked high self-involvement and/or linked Black people with positivity and White 
people with negativity.70 By contrast, interventions that required perspective- 
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taking, asked participants to consider egalitarian values, or induced a positive emo-
tion were ineffective. When participants’ attitudes were tested even a few hours af-
ter the intervention, none of the eight previously effective interventions produced 
a continued reduction in implicit race bias.71 Of course, this temporary (but not du-
rable) change is to be expected; implicit bias should snap back, rubber band–like,  
to some stable individual, situational, or broader cultural default. In fact, that sin-
gle presentations of short interventions can produce any change is surprising. 

But many “light” interventions, often involving a few counterattitudinal asso-
ciations or a hypothetical written scenario (a paragraph long) presenting counter-
attitudinal information, do not show long-term change. To us, the lack of long-
term change is hardly surprising given the weakness of the interventions. In fact, 
in such a case, implementing flimsy interventions and looking for long-term  
effects is a fool’s errand; yet well-intentioned investigators with the hope that a 
sentence or two should wipe out a lifetime of learning have tried them. 

Change at the Societal Level 

These laboratory studies provide excellent tests of specific interventions, but they 
are less equipped to test whether implicit bias has changed over the course of 
years or decades. As such, the key question of whether long-term change was pos-
sible remained. However, recent analyses by Charlesworth and Banaji challenged 
this idea.72 Specifically, using time-series modeling, they traced almost three mil-
lion Americans’ implicit race attitudes over the course of fourteen years (2007–
2020). Crucially, they found evidence of pervasive change: across all participants, 
implicit race bias decreased by 26 percent, making it the second fastest changing 
implicit attitude after sexuality attitudes (anti-gay bias), which saw a dramatic 65 
percent reduction during the same period.73 In fact, if trends continue, implicit 
race attitudes could first touch neutrality in 2035.

Moreover, this change was not restricted to only certain segments of society 
(for instance, younger and more liberal participants). Rather, pointing to wide-
spread societal change, men and women, older and younger, liberal and conserva-
tive, and more- and less-educated participants alike all moved toward neutrali-
ty.74 The only exception was that, unlike White participants, who recorded a 27 
percent reduction in implicit bias (IAT D score reduced by 0.11 points), Black par-
ticipants’ implicit attitudes remained relatively stable, only changing 0.03 IAT D 
score points over the fourteen-year period (see Table 3). 

This widespread change is remarkable, especially when one considers that not 
all implicit biases are changing. For example, implicit anti-elderly, anti-disability, 
and anti-fat biases remained relatively stable over the fourteen-year period. This 
change toward some social categories but not others begs an important question: 
what is the source of this change?
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Table 3
Change in Implicit Race Attitudes by Participants’ Race/Ethnicity

Demographic
Subgroup

Start Value
(2007)

End Value
(2020)

Raw
Change

%
Change

Overall 0.33 0.24 −0.09 −27

White 0.41 0.30 −0.11 −27

Hispanic 0.29 0.18 −0.11 −38

Asian 
(East and South) 0.32 0.23 −0.09 −28

Black −0.09 −0.06 0.03 33

“Start Value” refers to the mean IAT D score recorded in January 2007; “End Value” refers 
to the mean IAT D score recorded in December 2020. Source: Compiled by the authors using 
Project Implicit data.

We pose this question because of its relevance to the different claims about how 
to reduce bias, and where resources earmarked for attitude change should be di-
rected. On the one hand, some researchers and practitioners have criticized a focus 
on change at the individual level (such as deploying appeals of equality to change 
individual minds). On the other hand, past interventions targeting structural-  
level change have not eradicated racial inequalities as expected.75 In fact, change 
through laws and acts of Congress, if resisted by individuals, may actually prompt 
reactance and undo progress.76

We noted above that implicit anti-gay bias dropped dramatically (64 percent) 
between 2007 and 2020. What caused this surprising and especially rapid change? 
We propose that anti-gay bias may possess unique features that allowed such 
change. For one, sexuality is more easily concealed than a person’s race/ethnicity,  
gender, age, or weight. But we argue that another explanation warrants further in-
vestigation: anti-gay interventions occurred at three levels within the same four-
teen-year period.

First, change occurred at the individual level as children (and adults of all ages) 
came out to parents, grandparents, friends, neighbors, and coworkers. Love, al-
ready in place, trumped even implicit bias. In other words, the concealable nature 
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of sexuality forced individuals to reconcile their anti-gay attitudes with their pos-
itive feelings toward their loved ones; this choice architecture was not in place for 
attitudes about other social groups. Second, change occurred at the institutional level.  
Of course, such change was not adopted everywhere, and some organizations were 
directly hostile to nonheterosexual employees. However, many institutions, like 
the U.S. military, enacted policies that affirmed the status of same-sex relation- 
ships (such as extending health benefits to same-sex partners) even before the 
country did. Third, change occurred at the macro level. Massachusetts and other 
states legalized same-sex marriages in the early 2000s, and the Supreme Court of 
the United States followed suit in 2015. In our estimation, it is rare for interven-
tions at all three levels–individual, institutional, and societal–to occur within a 
short period of time. To our knowledge, change at all three levels within a short 
time frame has not eventualized for other social groups. 

Implicit race bias exists. Support for its presence is undergirded by evidence 
from other areas of psychology (cognitive, developmental, neuroscience) as well 
as other behavioral sciences using quite different methods. New evidence shows 
that regional implicit bias predicts socially significant outcomes of Black-White 
disparity along several important dimensions that determine life’s opportuni-
ties and outcomes. To bring hope, data also reveal that implicit bias is malleable. 
Overall, these data represent one of many robust streams of scientific evidence 
available today. Together, they call for a nationwide undertaking for change–at 
the individual, institutional, and societal levels. 
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