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The Implicit Association Test

Kate A. Ratliff & Colin Tucker Smith

Among the general public and behavioral scientists alike, the Implicit Association 
Test (IAT) is the best known and most widely used tool for demonstrating implic-
it bias: the unintentional impact of social group information on behavior. More 
than forty million IATs have been completed at the Project Implicit research web-
site. These public datasets are the most comprehensive documentation of IAT and 
self-reported bias scores in existence. In this essay, we describe the IAT procedure, 
summarize key findings using the IAT to document the pervasiveness and correlates 
of implicit bias, and discuss various ways to interpret IAT scores. We also highlight 
the most common uses of the IAT. Finally, we discuss unanswered questions and 
future directions for the IAT specifically, and implicit bias research more generally.

MON____
PAN____
SHE____

Fill in the blanks to complete the words above. What did you come up with? 
Imagine that before responding to these word stems, you were casually 
exposed to a list of animal names. Research shows that, in that case, you 

would be more likely to complete the stems with Monkey, Panda, and Sheep than 
Monday, Pancake, and Sheet. This residual effect of prior learning can occur even 
if you are unable to recall the animal word list when asked. This example illus-
trates implicit memory.1 Although never directly instructed to use previous in-
formation, people’s responses indicate a residual effect of what they have learned 
previously.

In 1995, psychologists Anthony G. Greenwald and Mahzarin R. Banaji intro-
duced the idea of implicit attitudes, arguing that the processes underlying implicit 
memory effects can also apply in the social world.2 In the same way that traces of 
experience with word lists can influence word stem completions, traces of experi-
ences can also influence evaluations of social groups–even when we are unable to 
verbally report on those evaluations. Shortly after Greenwald and Banaji first wrote 
on implicit attitudes, Greenwald published the Implicit Association Test (IAT) as a 
measure of performance of these implicit social cognitions, including implicit atti-
tudes (evaluations of groups), implicit self-esteem (attitudes toward oneself ), and 
implicit stereotypes (beliefs about traits that are characteristic of a group).3
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In this essay, we describe the IAT procedure, summarize key findings using the 
IAT, and discuss various ways to interpret IAT scores. We also highlight the most 
common uses of the IAT. Finally, we discuss unanswered questions and future di-
rections for the IAT specifically, and implicit bias research more generally.

The idea behind the IAT is quite simple: people perform tasks better when a 
response relies on stronger mental links compared to when a response re-
lies on weaker mental links. Because the IAT is a procedure, not a discrete 

measure, and researchers vary the features of the task depending on their prefer-
ences, there is no single IAT. However, most IATs follow the same general format; 
let us walk through the age-attitudes version of the task. 

Participants in the IAT are tasked with sorting words or pictures into categories 
as quickly and accurately as possible. There are two key blocks of trials within the 
IAT in which two categories share the same response (such as a key on a computer 
keyboard, a square block on a touch device). In the block of trials pictured in Figure 
1, if an elderly face appears or positive words appear, you would press the “E” key. 
If a young-adult face or a negative word appears, you would press the “I” key. You 
would first complete a set of trials sorting words and pictures in this way. And then 
the categories switch so the young-adult faces and positive words share the same 
response key, and older-adult faces and negative words share the same response 
key, and you would go through the process again with the updated pairings.

All the while, the computer is recording how long it takes for you to make a 
correct response on each trial. An IAT score reflects the standardized difference in 
average response time between the two sorting conditions. If someone completes 
the task faster when young people and positive words share the same response 
key, and old people and negative words share the same response key–as in the 
bottom picture in Figure 1–their IAT score would reflect an implicit bias favoring 
young people over old people. If they complete the task faster when old people and 
positive words share the same response key and young people and negative words 
share the same response key–as in the top picture–their IAT score would reflect 
an implicit bias favoring old people over young people.4

In 2003, Greenwald and Banaji, together with psychologist Brian Nosek, in-
corporated Project Implicit, a nonprofit organization with a public education 
mission and an international research collaboration between behavioral sci-

entists interested in implicit social cognition. The core feature of Project Implicit 
is a demonstration website, set up in the model of an interactive exhibit at a sci-
ence museum, where visitors can complete an IAT on a topic of their choice. As of 
late 2023, more than eighty million study sessions have been launched and more 
than forty million IATs completed at the Project Implicit website–an IAT every 
twenty-one seconds.5 In addition, there is an uncounted multitude of people who 
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Figure 1
Sample Screens from the Age-Attitudes Implicit Association Test

Source: Age (“Young-Old”) Implicit Association Test at Harvard University. See Project  
Implicit, https://implicit.harvard.edu/implicit/takeatest.html (accessed November 27, 2023).
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have interacted with the IAT in classroom settings or as part of an educational ses-
sion at their place of work. 

Over the past twenty-five years, we have learned a lot about implicit bias as 
measured by the IAT. Greenwald and colleagues’ paper introducing the IAT has 
been cited more than sixteen thousand times since 1998. Across the forty mil-
lion IATs completed at the Project Implicit website, IAT scores reflect a moderate 
to strong bias for systematically advantaged groups over systemically disadvan-
taged or minoritized groups. As seen in Figure 2, there is a clear pattern in favor of 
straight people (relative to gay people), thin people (relative to fat people), abled 
people (relative to disabled people), White people (relative to Black people), cis-
gender people (relative to transgender people), and young people (relative to old 
people). Notably, people self-report these same biases, but the strength of these 
biases are considerably weaker. 

A notable limitation of the IAT, like most other implicit measures, is that it as-
sesses evaluations based on only one clear identity or social group at a time. In real 
life, of course, people have multiple identities and these identities intersect. In 
other words, people belong to age and racial and gender groups, and these identi-
ties intersect to produce different patterns of experiences, both for the target and 
perceiver. People’s identities in real life are often also far more ambiguous than 
the stimuli used in implicit measures of bias.

In addition to the direction and strength of an IAT score (that is, which group it 
favors and whether we describe it as slight, moderate, or strong), we can also think 
about the pervasiveness of IAT-measured implicit bias by looking at the percentages 
of respondents on each task whose IAT score indicates a bias favoring one group over 
another. For example, approximately 67 percent of visitors to the Project Implic-
it website have an IAT score indicating some degree of implicit bias toward White 
people (relative to Black people). And we see similar patterns of IAT scores on tasks 
indicating an implicit bias toward thin people (relative to fat people), abled people 
(relative to disabled people), straight people (relative to gay people), young people 
(relative to old people), and cisgender people (relative to transgender people).

Overall, there are few individual variables that consistently relate to IAT scores. 
Meta-analytically across all the tasks at the Project Implicit site that are about so-
cial groups, we see essentially no relationship between IAT scores and education, 
religiosity, or age, and we see small relationships between IAT scores and prior 
IATs completed, political orientation, and gender. There are two factors that cor-
relate fairly substantially with IAT scores. One is self-reported attitudes. People 
who report having more bias also have more biased performance on the IAT. The 
other factor that matters consistently across almost every task is relevant group 
membership.

A much higher percentage of heterosexual participants than gay, lesbian, and 
bisexual participants have an IAT score that reflects bias in favor of straight people:  
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62 percent compared to 27 percent. Similarly, a higher percentage of White partic-
ipants than Black participants have an IAT score refl ecting an implicit bias toward 
White people relative to Black people: 73 percent compared to 41 percent. That 
said, it is not trivial that 41 percent of Black participants have an IAT score refl ect-
ing an implicit bias in favor of White people (Figure 3).

Another opportunity that this accumulated data set of IAT scores affords re-
searchers is the ability to track whether levels of implicit bias have changed over 

Figure 2
Proportion of Biases Favoring Dominant over Marginalized Groups in the 
Implicit Association Test

Source: Authors’ compilation of data collected at Project Implicit in 2022. Project Implicit, 
https://osf.io/y9hiq (accessed December 7, 2023).
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Another 

Figure 3
Proportion of Biases Favoring White People over Black People in the  
Implicit Association Test for White and Black Participants

Source: Authors’ compilation of data collected at Project Implicit in 2022. Project Implicit, 
https://osf.io/y9hiq (accessed December 7, 2023).

time. Banaji and psychologist Tessa Charlesworth summarized patterns of change 
among 7.1 million data points collected between 2007 and 2020.6 They found that 
IAT scores evidencing preferences for young people (relative to old people), abled 
people (relative to disabled people), and fat people (relative to thin people) have 
remained fairly stable over time, but preferences for lighter skin (relative to dark-
er skin), White people (relative to Black people), and straight people (relative 
to gay people) have all decreased in magnitude (that is, shifted toward neutrali-
ty over time). This rate of reduction is particularly remarkable for the latter task. 
Bias favoring straight people (relative to gay people) was reduced by 65 percent 
across the thirteen-year period sampled. It is also worth noting that these rates of 
change are happening more quickly for some people than for others. For example, 
younger people and political liberals showed a larger decrease in implicit anti-gay 
bias and implicit anti-Black bias than did older people and political conservatives. 
To be clear, those decreases are evident in all groups, but they are happening faster 
among some people than others.7

approach to looking at the influence of time on IAT scores is to com-
pare average IAT scores in some time frame before and after a particular event. For 
example, the IAT-measured preference for White people (relative to Black people) 
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in the United States is greater when the economy is worse, and the preference for 
thin people (relative to fat people) was higher shortly after twenty different highly 
publicized fat-shaming statements made by celebrities.8 In addition, the bias on 
the IAT favoring straight people (relative to gay people) decreased at the state lev-
el with implementation of same-sex marriage legalization.9 In sum, it is clear that 
IAT scores change slowly over time and also respond to temporary fluctuations in 
current events. 

When drawing so many conclusions based on one data source, it is important 
to point out that visitors to the Project Implicit website are certainly not represen-
tative of the population from which they are drawn. That said, in terms of sheer 
numbers, the number of data points in the Project Implicit sample is bigger than 
the total combined population of eighteen U.S. states. It is certainly the largest  
database of IAT scores in existence and probably the largest for self-reported biases 
as well. There is also growing evidence that data from Project Implicit samples per-
form similarly to those collected from nationally representative samples.10 Thus, 
because of the scale of IAT data available, it can provide a reasonably good inference 
about societal-level trends that can complement traditional self-report surveys 
such as those collected by Gallup or Pew Research Center that rely on random– 
though generally still not representative–sampling.

You may have noticed that, so far, we have described and discussed IAT 
scores. The data make clear that IAT scores suggest strong and pervasive 
biases favoring dominant, societally privileged groups over those that are 

marginalized and minoritized. But how should we think about what IAT scores 
are, and what implicit bias is? 

One of the central tasks of the behavioral sciences is developing procedures 
and measures to serve as a proxy for psychological constructs. With traditional  
self-report measures of psychological constructs, this can be straightforward. 
For example, the ten-item Rosenberg Self-Esteem Scale asks people the extent 
to which they agree with items like “On the whole, I am satisfied with myself” 
and “I have a positive attitude toward myself.”11 This type of instrument is high 
in face validity; in other words, the measurement procedure makes logical sense 
as a way to assess the construct of interest. The IAT, however, is not as high in face 
validity. There is quite a leap between the procedure–sorting words and pictures 
into categories–and what the test purports to measure–evaluations of social 
groups. Thus, to demonstrate that the IAT can in fact measure evaluations of so-
cial groups, we need to look to other kinds of validity. For example, the IAT relates 
to other measures of evaluations (convergent validity), it does not relate to mea-
sures it should be different from (discriminant validity), and it varies based on 
one’s own group memberships, as discussed previously, in ways that make sense 
(known groups validity).12 This could be a lengthy discussion, but in sum, the ma-
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jority of researchers agree that enough validity evidence has accrued to conclude 
that the IAT does, in fact, serve as a valid and reliable way to assess individual dif-
ferences in evaluations of and stereotypes about social groups, though perhaps 
with a bit more noise than self-report measures.13

But let us return to our original questions in this section: what are IAT scores 
and what is implicit bias? Even after twenty-five years of research, these are still 
under vigorous debate, with some arguing that the implicitness construct should 
be done away with altogether due to its ambiguity and lack of precision, or be-
cause it offers little above and beyond self-report measures.14 While we disagree 
with this conclusion, the value of the implicitness construct is one of the most im-
portant questions in this line of research, and it is worth summarizing a few of the 
different ways that scholars think about implicit bias.15

The earliest and probably still most common idea is that implicit biases re-
flect some kind of latent mental construct–a hidden force inside of peo-
ple’s minds–that cannot be directly observed. In this view, implicit bias-

es are something people “have,” as in 60 percent of U.S. participants have an im-
plicit bias favoring cisgender people over transgender people. In their 1995 paper 
introducing implicit cognition, Greenwald and Banaji defined implicit attitudes 
as “introspectively unidentified (or inaccurately identified) traces of past experi-
ence that mediate responses.”16 The interpretation of this definition (though per-
haps not the intention) is that implicit biases are outside of conscious awareness 
and inaccessible to introspection. The field’s reliance on this definition for more 
than a decade is likely how unconscious bias and implicit bias came to be used synon-
ymously. In line with this interpretation, the Project Implicit website defined im-
plicit attitudes and stereotypes for many years as those that people are “unwilling 
or unable to report.” 

It has become clear, however, that people do have at least some awareness of 
their biases, as evidenced by stronger correlations between IAT scores and self- 
report under particular conditions and by the fact that people are at least somewhat 
able to predict their IAT scores.17 It is increasingly obvious that defining implicit bias 
as an evaluation that is entirely outside of conscious awareness would functionally 
eradicate the construct, as we currently have no measures that can meet the burden 
of proof of producing effects that are entirely outside of conscious awareness.18

We have argued that if we must distinguish between whether an effect is im-
plicit or explicit bias, (un)consciousness is not the best factor by which to do so 
because awareness: 1) is complex and multifaceted, 2) is nearly impossible to 
prove, and 3) ignores the importance of an actor’s intentions.19 Instead, we argue 
that the key feature of the IAT that distinguishes it from the biases that people self- 
report is automaticity. Psychologists Agnes Moors and Jan De Houwer conceptualize  
automaticity as a process that influences task performance (that is, behavior in a way 
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that has one or more of the following features: unintentional, goal-independent,  
autonomous, unconscious, efficient, and/or fast).20 Of the particular features of au-
tomaticity, intentionality (whether or not one has control over the startup of a pro-
cess) and control (whether or not one can override a process once started) are highly 
relevant to distinguishing between implicit and explicit bias.21

A vexing problem for the latent mental construct approach to implicit bias 
is that scores on the IAT and other implicit measures demonstrate group-
based preferences that are quite large but are also somewhat unstable. In 

other words, the same person’s score is likely to differ over time, which is not con-
sistent with the idea of deeply ingrained, overlearned unconscious preferences. In 
response, recent models propose that intergroup attitudes are better understood 
as group-level constructs. For example, the prejudice-in-places model posits that 
places can be characterized as biased to the extent that they create predictable, sys-
tematic inequalities through formal (for example, laws) and informal (for exam-
ple, norms) mechanisms that disadvantage some groups relative to others.22 Vari-
ations in these regional inequalities then differentially inform individual-level  
intergroup attitudes. While the prejudice-in-places model does not distinguish 
between implicit and explicit intergroup attitudes, the “bias of crowds” model 
takes a similar approach, but focuses on implicit attitudes. It proposes that implic-
it attitudes across a group of people reflect rather than cause systemic biases. This 
perspective also assumes that implicit bias reflects what comes to mind most eas-
ily at the time, and that measures like the IAT reflect situations more than people. 
Biases appear stable to the extent that they reflect systemically biased social struc-
tures, but they can fluctuate depending on one’s current context. The interpreta-
tion of this approach is that IAT scores are much better measures of biases held by 
places than biases held within minds.23 Or, less radically, that the biases that exist 
within minds are critically impacted by physical environments. 

Support for geographic, intergroup bias comes primarily through research 
using publicly available data from Project Implicit that aggregate individual IAT 
scores at some geographic unit (for example, county-level race bias) and then cor-
relate those scores with another indicator that is also aggregated within the same 
unit, like racial disparities in school discipline, test scores, and police stops.24 No-
tably, these county-level differences are not random. History casts a long shad-
ow. For example, IAT scores demonstrating anti-Black bias among White people 
are higher today in counties and states that were more dependent on the labor of 
enslaved Black people in 1860, suggesting that historical factors create structural 
inequalities that are transmitted generationally and that lead to implicit biases fa-
voring White people.25

The idea that something as important as racial bias exists in places more so 
than in people can be a disorienting idea for many of us born and raised within 
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cultures that predominantly treat places and spaces as neutral and passive while 
prioritizing the importance of individual actors and their internal states and mo-
tivations. In general, when most of us think about a concept like sexism, we think 
about people (like misogynists). We are unlikely to think about spaces causing 
people to be sexist. Most researchers have a similar bent. Relatedly, the idea that 
IAT scores reflect context and history is a radical departure from earlier conceptu-
alizations of implicit bias in two ways, by 1) considering inequality and discrimi-
nation as a cause, rather than a consequence, of implicit bias, and 2) implying that 
countering implicit bias may be accomplished more effectively through changing 
the environments in which we live rather than changing the individuals who live 
within those environments. 

De Houwer provides a compelling argument that rejects the framing of IAT 
scores as necessarily reflecting implicit, hidden mental biases that reside 
inside of minds, and instead conceptualizes performance on measures 

like the IAT as instances of implicitly biased behavior.26 The IAT provides an ex-
ample of how a behavior–the ability to categorize words and pictures–can be 
influenced by social group cues even when people do not have the intention to 
be influenced by those cues. Biased responses on more real-world kinds of tasks, 
like hiring behavior or performance evaluation, can evidence implicit bias even 
without measures like the IAT that are supposed to assess some kind of mediating 
attitude or belief. There are two key benefits to this approach. First, a functional 
approach allows researchers to circumvent the perplexing situation of using the 
same name (“implicit”) for both construct and measure. Second, given that the 
problem of bias is a behavioral problem, it makes sense to define bias in behavior-
al terms. 

Defining IAT performance as an instance of implicitly biased behavior does 
not render the results described previously about the pervasiveness of IAT scores 
favoring privileged groups any less meaningful, nor does it invalidate the idea that 
performance on the IAT may reflect situations, history, and context more than 
personal attitudes. Instead, this view positions the IAT as an observable form of 
bias. This framing requires researchers to explain observable biases rather than 
engaging in interminable (and potentially intractable) debates about unobserv-
able, theorized mental constructs. For example, it is an observable phenomenon 
that most participants find it easier to pair bad words with faces of old people than 
with faces of young people. From there, without mention of underlying processes, 
we can ask questions such as: Why might they do that? What might that mean? 
Might some people do that more than others? Can we make people stop doing 
that? 

Before concluding, it is worth discussing the promises and pitfalls of using the 
IAT as a pre-post measure (testing individuals at different points in time to show 



153 (1) Winter 2024 61

Kate A. Ratliff & Colin Tucker Smith

change) to test the efficacy of interventions. For example, imagine an organiza-
tion assesses the biases of its human resources (HR) team using a gender stereo-
typing IAT, provides its employees with some kind of training program, and then 
administers the IAT again, finding a reduction in the IAT score. Success, right? 
Not necessarily. While it may be reasonable and desirable in some situations to 
examine bias reduction in this way, there are two important caveats to note. First, 
research shows that IAT scores tend to move toward zero from one test session to 
the next, without anything in particular happening in between. Thus, it is critical 
that anyone using the IAT to assess bias reduction includes a control condition to 
ensure that the intervention has decreased IAT-measured bias more than it would 
have decreased anyway. Second, when assessing bias reduction using the IAT (or 
any measure of group-based bias), it is important to clarify that the bias itself is 
the construct of interest. Returning to the example of the HR team training, we 
would encourage this team to consider what the training itself was about and then 
assess that. For example, if the training was about fair interviewing practices, the 
organization could assess the extent to which HR teams implemented such prac-
tices. If the training was about ways to decrease disparities in salary, the organiza-
tion could assess disparities after a year. 

It is difficult to predict what the future holds for the IAT. Citation counts con-
tinue to increase year over year, and use of the measure continues to expand 
into increasingly diverse areas of scholarship. It has been evaluated as rigor-

ously as any psychological measure, and has largely stood up to scrutiny. Further, 
the concept of “implicit bias” has leapt the walls of the academic journals where 
it has taken on a life of its own. But ideas ebb and flow, and the way behavioral sci-
entists conceptualize implicit bias has changed dramatically over the last decade, 
with bias no longer being seen exclusively as a product of individual minds, but 
instead potentially a product of places. Further, the way that racism and biases 
exert their power evolves across time, and it is unclear how central implicit forms 
of bias will be to future versions. We continue to argue about the best ways to de-
fine implicit bias in the current time, as evidenced by a recent issue of Psychological  
Inquiry dedicated to the topic.27 And, as mentioned previously, still others argue 
that researchers should do away with the term “implicit” altogether.28 But in do-
ing so, we would lose something important: a language to talk about the indisput-
able fact that, regardless of where they come from, people have ingrained preju-
dices and stereotypes that influence how they see and interpret the world. In our 
view, implicit bias is ordinary, it is rooted in culture, and it is pervasive, and we will 
continue to need measures like the IAT to document and quantify these biases.
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