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Mirror, Mirror, on the Wall, 
Who’s the Fairest of Them All?

Alice Xiang

Debates in AI ethics often hinge on comparisons between AI and humans: which 
is more beneficial, which is more harmful, which is more biased, the human or the 
machine? These questions, however, are a red herring. They ignore what is most 
interesting and important about AI ethics: AI is a mirror. If a person standing in 
front of a mirror asked you, “Who is more beautiful, me or the person in the mir-
ror?” the question would seem ridiculous. Sure, depending on the angle, lighting, 
and personal preferences of the beholder, the person or their reflection might appear 
more beautiful, but the question is moot. AI reflects patterns in our society, just and 
unjust, and the worldviews of its human creators, fair or biased. The question then 
is not which is fairer, the human or the machine, but what can we learn from this 
reflection of our society and how can we make AI fairer? This essay discusses the 
challenges to developing fairer AI, and how they stem from this reflective property.

How can we develop fairer artificial intelligence (AI) that does not reflect, 
entrench, and amplify societal biases? There are three major catego-
ries of interventions: data curation, algorithmic methods, and policies 

around appropriate use. The first is motivated by the fact that AI, like a mirror, 
tends to reflect the biased patterns present in its training data. If a voice recog-
nition model is trained predominantly on audiobooks, it might learn how to ac-
curately understand “standard” varieties of language but struggle to understand 
accents, dialects, or speech impediments.1 In domains like computer vision and 
speech language technologies, diversity in the appearance and voices of the indi-
viduals represented in the training data is key to avoid the creation of biased AI 
models.2 The second set of approaches is algorithmic interventions. AI is not a 
perfect mirror, so by imposing constraints or changing the objectives for the mod-
el’s optimization, algorithmic fairness practitioners seek to warp the mirror, mak-
ing the outputs more accurate or fairer. Much of the literature in this space focuses 
on defining specific fairness metrics and developing preprocessing, in-processing, 
or postprocessing methods to make the model’s outputs perform better on the 
basis of those fairness metrics.3 The third set of approaches focuses on defining 
when AI or humans should be used. For example, the moratoriums several U.S. 
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jurisdictions put in place around law enforcement’s use of facial recognition and 
the European Union’s AI Act, which prohibits certain high-risk categories of AI, 
fall under this category.4 Combinations of these approaches are vital to address-
ing bias mitigation, but as this essay will discuss, there are many technical, legal, 
and operational challenges to creating fairer AI in practice. 

Starting first with data curation, regarding AI as a mirror implies looking be-
yond the AI model itself to the societal context surrounding it, which it reflects in 
turn. Just as a parent can shape their child’s worldview by controlling the infor-
mation and experiences the child is exposed to, AI developers can similarly mold 
their AI through their data selection. Most image datasets are sourced exclusively 
from a few developed countries.5 Biases in computer vision models have largely 
been attributed to a lack of sufficient representation of women and minorities in 
such datasets.6 Like humans who find it easier to accurately distinguish people in 
the majority ethnic group they grew up in, human-centric computer vision mod-
els tend to more accurately recognize the types of people featured in their training 
data.7 Moreover, lack of diversity in the background, objects, clothing, and other 
features can lead to additional biases. For example, what does “soap” look like? 
The answer can differ depending on which part of the world you are from. Re-
searchers found that object detection algorithms trained predominantly on data 
from higher-income countries struggled to accurately recognize objects in lower- 
income countries.8

The digital divide can further exacerbate inequities in whose interests are re-
flected in datasets. For example, in 2012, Boston-based startup Connected Bits 
launched its StreetBump app, leveraging accelerometer and GPS data to automat-
ically detect potholes and inform the city where to direct resources to fix them.9 
The data collected by the app, however, painted a distorted picture of the preva-
lence of potholes in the city.10 People in lower-income neighborhoods were less 
likely to have smartphones to download the app, leading to systematic under-
representation of the number of potholes in their neighborhoods needing repair.     

There are thus strong normative arguments for collecting carefully curated, 
large, diverse, representative datasets to tackle algorithmic bias. While this state-
ment has become a truism in the algorithmic fairness community, how to collect 
such datasets in practice is an unsolved problem.11 Much of the progress in the 
past few decades of AI development has stemmed directly from questionable data- 
collection practices. In the early days of computer vision, images were sourced 
in highly controlled bespoke settings.12 Researchers would set up photography 
studios to take pictures of subjects. These image datasets were consequently 
very small and highly constrained. The poses, backgrounds, and demographics 
of the people represented in these datasets were greatly limited. Computer vision 
and AI more generally were revolutionized by the development of large, publicly 
available web-scraped datasets. ImageNet, consisting of fourteen million images 
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scraped from the internet with annotations for the objects in the images, was rev-
olutionary in enabling computer vision scientists to train their models on much 
larger-scale data than was previously possible.13 In the ImageNet Large Scale Vi-
sual Recognition Challenge, AlexNet (a convolutional neural network) won, sub-
stantially beating the runner-up. A key feature of AlexNet was the depth of its net-
work, which relied on a large training dataset. The success of AlexNet, one of the 
most influential developments in computer vision, contributed to the explosion 
in deep learning.14

While ImageNet and AlexNet were tremendously beneficial for the accelera-
tion of AI development, they also set AI developers along a path that depended 
on vast amounts of data and computation. Achieving state-of-the-art models re-
quired large corpora of data that could not easily be obtained through curated, 
bespoke methods. Web-scraping, the method by which ImageNet was created, 
became the norm, with most large datasets since ImageNet relying on that meth-
od.15 While web-scraping large amounts of online data leveled the playing field to 
some extent, it also carried with it significant ethical challenges. In recent years, 
ImageNet has faced criticism for its lack of informed consent, offensive labels, 
and problematic images, all of which are artifacts of its collection methodology.16 

This dependency on web-scraped images has carried over to algorithmic fair-
ness efforts. My recent work has discussed this issue in depth, exploring the ten-
sions that emerge between fairness and privacy in operationalizing data-collection 
efforts for human-centric computer vision.17 For example, in 2018, IBM released the 
Diversity in Faces (DiF) dataset.18 Like most large-scale computer vision datasets at 
the time, this dataset was based on images scraped from Flickr with permissive li-
censes. IBM’s contribution was to find a diverse subset of face images and provide 
labels of relevant features, enabling the dataset to be used by fairness researchers 
checking for biases in their models. Even though ImageNet, COCO (Common Ob-
jects in Context, another large web-scraped image dataset), and other major data-
sets similarly featuring Flickr images with humans had been available for years 
without any lawsuits, the launch of DiF was immediately fraught. Not only was 
IBM sued under the Illinois Biometric Information Privacy Act (BIPA) for process-
ing individuals’ biometric information without appropriate informed consent, 
but Microsoft and Google were also sued as downstream users of the dataset.19 
DiF was immediately removed by IBM, and not long afterward, IBM announced 
that it would be pulling away from facial recognition technologies in general.20 
Notably, other Flickr-based computer vision datasets remain available and have 
not faced any lawsuits. In 2021, ImageNet creators voluntarily decided to obscure 
the faces of image subjects (note that their bodies are not otherwise obscured), 
but COCO remains available without any obfuscation of faces or bodies.21 Taking 
the DiF dataset as a starting point, let us consider the minefield of constructing a 
“fair” human image dataset.
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For simplicity, I will consider “fair” to simply mean a dataset that is legally 
compliant, as globally diverse and free of biases as possible, and large and realistic 
enough to develop a state-of-the-art model. The benefits of web-scraped datasets 
are that they are large and realistic. That is not to say that they are free from biases. 
In fact, they tend to exhibit biases reflective of the platform aggregating the data 
and of society as a whole. For example, studies have shown that images on Flickr 
tend to be biased toward Western developed countries, where most of Flickr’s 
users are located.22 In addition, AI trained on such datasets tend to learn stereo-
typical patterns, such as associating women with domestic spheres and men with 
public spheres.23 For instance, commonly used visual recognition datasets feature 
women cooking far more often than men cooking, teaching AI models to associ-
ate women with the activity of cooking.24 Similar stereotypical trends have been 
found in word embeddings from large text corpora that can be used to train lan-
guage models.25 

Moreover, as the DiF authors discovered, web-scraping presents many legal is-
sues. In the past few years, lawsuits stemming from U.S. state biometric informa-
tion privacy laws and the European Union’s General Data Protection Regulation 
have raised awareness that using face images for AI without informed consent is 
inappropriate from a legal compliance perspective. Facebook reached a landmark 
settlement in 2021 for $650 million in a BIPA lawsuit contesting their processing of 
users’ biometric data through facial recognition technology to support their au-
tomated tag-suggestion feature.26 Nonetheless, researchers in computer vision 
still rely heavily on such datasets. Many do not see any alternative for how they 
could conduct research in this field otherwise.27 Indeed, the recent explosion in 
generative AI technologies has only further exacerbated this issue, requiring even 
larger amounts of data to train, and normalizing the idea that participation at the 
frontier of AI necessitates training such models indiscriminately on content from 
across the internet.

Copyright has also increasingly become a concern in data curation. For models 
trained on large web-scraped corpora of text, images, and video, rarely is the permis-
sion of content creators sought prior to using their content for AI development. This 
has especially presented problems in the generative AI context, where AI models not 
only benefit from the use of copyrighted content but often generate new content in-
spired by such inputs, but without appropriate attribution. Creators of web-scraped 
computer vision datasets have historically emphasized their reliance on data with 
permissive licensing as an argument for why they are not infringing on IP rights.28 
While such arguments might have sufficed when copyrighted materials were used 
to train AI models for tasks unrelated to creative pursuits–such as transcribing text 
or drawing bounding boxes, key points, or segmentation masks on humans and ob-
jects–generative AI presents new concerns. If an artist uploads their work to a pub-
lic platform with a permissive license for the content to be redistributed, have they 
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also agreed to allow the generation of derivative works that might imitate their style 
or content, possibly to the extent of cannibalizing their business? Arguably, until 
recently, few artists could have foreseen such consequences.

In addition, collecting globally representative data presents many practical 
complexities due to real-world geopolitical divisions. Contracting with and ob-
taining informed consent from people around the world is challenging given dif-
ferences in local laws, cultures, and languages. Privacy and intellectual property 
rights vary substantially across jurisdictions. Many countries also have data local
ization laws that erect barriers to the transfer of their residents’ data outside of 
their country.29 Economic sanctions can further affect the extent to which some 
countries can be represented in AI datasets. These constraints add a geopolitical 
dynamic to what AI models learn about the world. Similar to how China’s “Great 
Firewall” has led to a distinct internet experience for Chinese netizens, legal and 
political barriers around data collection can lead to more fragmented AI devel-
opment, with parochial AI models that primarily only understand the people and 
patterns in their own geographies.30

Beyond web-scraping, another approach to assembling large, diverse data-
sets is to use existing repositories of stock images taken by professional photog-
raphers. While this is less problematic than the web-scraping approach given that 
photographers and the image subjects were possibly compensated for their work, 
it is difficult to say whether these individuals could have anticipated that their 
works would be used to develop AI. Especially in an era of generative AI, allow-
ing your photos to be used to train AI could have downstream implications, such 
as content featuring your likeness (if you are the image subject) or artistic style 
(if you are the photographer) being generated by the AI in response to prompts 
you have no control over. This is especially problematic if the generated content 
is misleading or offensive. Moreover, stock photos taken by professional photog-
raphers look very different from the more naturalistic images that AI is likely to 
encounter in deployment. The lighting is often perfected, the setting and poses 
staged, and the image subjects more conventionally attractive. AI developed using 
such images can have a harder time recognizing people or objects in the real world 
due to this domain shift, or difference in the distributions of the training data and 
deployment context data.31 

Bespoke data collection that reflects the deployment context is thus generally 
the best approach in that it enables more control over the data-collection process 
and assurance that both artists and subjects are fully informed about how their 
data are likely to be used. Operationalizing bespoke data collection, however, is 
very difficult. It requires developing business relationships with people around 
the world who can contribute to data-collection efforts. As a result, many com-
panies specialize specifically in data collection. They recruit large numbers of 
crowd-workers from around the world to perform various data collection and an-
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notation tasks for client companies. These companies have faced significant scru-
tiny, however, as some have deployed problematic recruitment practices to source 
diverse crowds and others have failed to provide appropriate employment condi-
tions for data annotators.32 Collecting billions of images through such methods 
can also be cost-prohibitive for smaller companies and researchers.33

Bespoke data collection further presents the challenge of requiring diversity 
specifications. In an underspecified dataset for which demographic balance is re-
quired of only a few attributes, like gender, age, and ethnicity, the images tend to 
look highly staged and homogenous.34 It is easiest for people to take pictures of 
themselves standing or sitting, facing the camera, inside or right outside of their 
home. Additional requirements, such as a variety of poses, backgrounds, lighting 
conditions, number of people/objects, and interactions between them, can expo-
nentially increase the complexities of data collection. This is especially the case 
given that it is not enough to provide a generic specification that diversity along 
these dimensions should be maximized. Checking for and ensuring diversity re-
quires annotations specifying what pose, background, and lighting conditions are 
featured in the image. This requires a taxonomy for such attributes and extensive 
time and resourcing for image subjects or annotators to label the images. How do 
you adequately define the parameters for how the “real world” looks?

Moreover, the annotations related to the diversity of image subjects them-
selves can be highly contentious. For example, there are often concerns around 
bias associated with race, ancestry, or ethnicity, but collecting data on these attri
butes to check for bias can be complex given the social construction of such attri-
butes. Different countries vary widely in how their census surveys characterize 
relevant ethnic groups, with some even refusing to collect race data, so there is 
no singular taxonomy that is consistent across the world.35 Even the act of asking 
someone for these attributes can raise privacy concerns given the sensitive nature 
of such data, along with worries that the data will be used to discriminate against 
them (rather than prevent discrimination).36 

Given these challenges with real data, there has been growing interest in the 
potential for synthetic data, leveraging recent advances in generative AI. Bypass-
ing the need for real people, synthetic data can reduce many of the legal challeng-
es with using real data, but issues of fairness persist. Creating synthetic data is like 
creating a microcosm of the world: while developers might be freed from some 
of the constraints of reality, that freedom also creates more room for subjectivity. 
For example, every conceivable skin tone, nose/face/eye shape, hairstyle, or body 
type is theoretically possible to generate synthetically, but with this flexibility comes 
more need for developers to specify the parameters of interest. It is like asking an 
artist to draw a fully inclusive representation of humankind. Biases and limitations 
of the artist’s imagination can translate into a narrower worldview compared with 
large amounts of real-world data. For example, an artist might draw figures of vary-
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ing skin tones and facial features, but all with similar body types and clothing styles, 
with backgrounds and objects that reflect a middle-class American living standard. 
Like a parent raising their child in a virtual simulation, AI developers who rely on 
synthetic data theoretically have more control over what their “child” is exposed to, 
but it can be difficult to create a synthetic environment as rich as reality but lacking 
the biases of the real world. For AI that operates exclusively in a synthetic environ-
ment, like AI avatars in video games, such a domain shift is not necessarily a prob-
lem. In most cases where the AI interacts with the real world, however, algorithmic 
bias is relevant, and this difference between the “world” where the AI is developed 
versus deployed can exacerbate potential biases.

Addressing data diversity and sourcing, however, is only the first part of the 
problem. Having a globally representative dataset simply ensures that the 
mirror is not warped, and your model reflects a more accurate representa-

tion of the world. The reflection we see in a perfect mirror is nonetheless often not 
flattering. Societal inequities and injustices that are present in the real world will 
naturally be reflected in such data. This presents one of the major challenges of 
algorithmic fairness: how to conceptualize a fair society and enable our AI models 
to promote rather than work against such a conception. 

Early work highlighted the challenge of optimizing for multiple fairness defi-
nitions simultaneously. Researchers quickly proved impossibility theorems show-
ing that some of the common fairness metrics conflicted with each other. Specif-
ically, a model could not simultaneously be well-calibrated and have equalized 
odds across demographic groups if the demographic groups had different base-
lines.37 The impossibility theorem inspired greater technical interest in the prob-
lem of algorithmic fairness.38

While the idea that data might reflect problematic patterns is increasingly 
accepted, the question of how to address these patterns is much less clear. While 
the algorithmic fairness literature features many solutions that imply differing 
thresholds or quotas for various sensitive attribute groups (that is, attributes re-
ceiving special legal protections like race, gender, or age), such solutions could be 
highly suspect viewed through a legal lens. As scholars have recently highlight-
ed, it might not seem immediately evident that Supreme Court deliberations on 
affirmative action in higher education might have any bearing on algorithmic 
fairness.39 But there are strong parallels that imply that if there were federal anti- 
discrimination litigation around algorithmic bias mitigation, many of the pro-
posed methods could be deemed illegal. 

In recent decades, the Supreme Court has increasingly turned toward anticlas-
sification doctrine in its rulings.40 Anticlassification is akin to colorblindness and 
implies that the fundamental goal of antidiscrimination law should be to prevent 
differential classification or treatment of individuals based on their protected  
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attributes. This contrasts with antisubordination, the doctrine that holds that 
antidiscrimination law should seek to actively dismantle historical discriminatory 
structures. Lyndon Johnson famously articulated the antisubordination under-
pinnings of affirmative action during his 1965 commencement address at Howard 
University: “You do not take a man who for years has been hobbled by chains, lib-
erate him, bring him to the starting line of a race, saying, ‘You are free to compete 
with all the others,’ and still justly believe you have been completely fair.”41

While debates about affirmative action have been active and controversial for 
many decades, the algorithmic fairness context highlights unique dimensions.42 
Cases like Bakke, Grutter, and Gratz conveyed the message to schools that affirma-
tive action is only permissible if it cannot be easily quantified.43 Quotas and point 
systems were patently unconstitutional, whereas holistic systems that used race as 
one of many factors were permissible. These types of decisions provided actionable 
guidance for human admissions officers who could keep an eye on racial composi-
tion of the class when making decisions, without ever formally quantifying any af-
firmative action boost. Such obfuscation is much more difficult for an algorithm.44 

But the recent Students for Fair Admissions joint decision closed off even these 
approaches, solidifying the court’s adoption of the anticlassification stance, as 
it struck down the affirmative action programs at Harvard and the University of 
North Carolina.45 On the one hand, the court faulted these universities for their 
failure to provide quantifiable metrics for success (such as how much diversity is 
sufficient to obtain their educational objectives). But on the other hand, the court 
found their programs to be unconstitutional for the implicit quotas they adopted: 
for Harvard, “how the breakdown of the class compares to the prior year in terms 
of racial identities,” and for the University of North Carolina, whether the “per-
centage enrollment within the undergraduate student body is lower than their 
percentage within the general population in North Carolina.”46 The court also de-
clared that race could never be used as a negative factor, which in the zero-sum 
game of college admissions, implied that race could not be considered directly as 
a factor.47 The only allowance the court gave to schools was that they could con-
sider based on applicants’ essays the possible impact of race on their experienc-
es, provided that such essays highlighted the applicants’ courage, determination, 
or other positive attributes.48 The court has thus left very little room for explic-
it race-conscious antidiscrimination interventions, potentially posing challenges 
for the algorithmic fairness community, whose work typically involves formaliz-
ing a fairness metric, constraint, or objective that is conscious of the protected at-
tribute, with the goal of affirmatively changing the model to be “fairer.”49 

The technical formalism of AI ethics, however, can also be used to reframe these 
contentious societal debates with greater clarity. At a time when it is common to 
bemoan the bias, opacity, and lack of accountability of AI, which is increasingly 
used throughout our society, does it make sense to incentivize either ignorance or 
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obfuscation of biases in such technology? AI developers seeking technologies that 
do not perpetuate societal biases already encounter many challenges to even test-
ing for bias. As discussed above, privacy laws strongly disincentivize the collec-
tion of sensitive attribute data that is necessary for conducting bias audits. Should 
legal doctrine in antidiscrimination law further disincentivize developers from 
taking any action once bias has been discovered, out of fear of being successfully 
sued for (reverse) discrimination?

Understanding the connection between algorithmic fairness and broader so-
cietal debates about equity thus raises the stakes of these debates. Not only are 
courts debating the admissions criteria for elite schools, but such legal decisions 
codify normative principles that can influence the extent to which developers are 
legally allowed to modify increasingly ubiquitous algorithms to avoid amplify-
ing bias against people from marginalized communities, despite their sway over 
decisions around recidivism, employment, credit, or other high-stakes domains. 
In other words, there may be a limit to how much developers can do to reduce the 
harm done by their own work.

At the heart of such societal debates is the tension between erasing versus mit-
igating the effects of systemic discrimination. Outside of the algorithmic context, 
proponents of anticlassification would argue that the goal should be to desensitize 
people to sensitive attributes like race and pursue a colorblind society.50 Algorith-
mic fairness questions this notion given that AI trained without features like race 
are by default colorblind yet can still be racist. The richness of big data implies 
the presence of proxy variables and patterns correlated with race and other sen-
sitive attributes that can be learned by a model that is not explicitly given sensi-
tive attribute data.51 For example, in the famous COMPAS (Correctional Offender 
Management Profiling for Alternative Sanctions) case, the algorithm did not have 
any direct information about the race of the defendants. Nevertheless, because 
the training data reflected broader national trends whereby Black defendants 
had higher rates of re-arrest, likely due to disproportionate policing practices, 
the COMPAS algorithm leveraged features correlated to race, such that Black 
individuals were more likely to be incorrectly labeled as having high-recidivism 
risk.52 Unlearning or avoiding biases on an algorithmic level typically requires 
knowledge of sensitive attribute information.53 Algorithmic fairness thus errs on 
the side of antisubordination. While humans might be able to argue that ignor-
ing race is an effective way to address racism, this is much more difficult for AI. 
Teaching AI the notion that racism is bad and should be avoided requires provid-
ing models some data about race. 

Another way to view this debate through the lens of algorithmic fairness is 
to consider statistician George Box’s famous quote, “All models are wrong, but 
some are useful.”54 Although he was addressing statistical models more gen-
erally rather than AI models, let alone bias in AI models, his insights still ap-
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ply. Opponents of algorithmic bias mitigation efforts often resist interventions 
that are motivated by social justice inclinations out of concern that they are 
tampering with what is correct, true, or accurate. Indeed, the fact that fairness 
and accuracy in AI are often framed in terms of a trade-off is reflective of this 
idea.55 The reality, however, is that all AI models are approximations of reality 
as conveyed to them via the data they are trained on. They are approximations 
built upon approximations of reality, and thus riddled with inaccuracies. For ex-
ample, researchers found bias in health care algorithms that used cost of care as 
a proxy for health care need.56 The training data reflected the pattern that Black 
patients of similar sickness levels to white patients receive less health care, so the 
model learned to downgrade the risk level of Black patients. Acknowledging these 
imperfections, the question then is how should we correct them? Bias mitigation 
efforts, instead of being framed as introducing additional inaccuracies, should be 
viewed as correcting existing inaccuracies in a direction that is more favorable 
from an equity perspective.57

This distinction can also be framed as a difference between prediction versus 
decision-making. Is the goal to have a mirror that as accurately as possible reflects 
reality in order to make accurate predictions? Or is the goal to improve upon the 
world and make it fairer? If AI is used purely for predictive tasks, like predicting 
whether someone will be re-arrested, then bias mitigation is less relevant given 
that reflecting societal biases accurately is helpful for making accurate predic-
tions. But if AI is used for decision-making, there is a normative element that im-
plies a need for bias mitigation. For example, deciding who should be denied bail 
is different from predicting who might be re-arrested. Many harms related to AI 
ethics stem from the conflation of a normative task with a descriptive one. If the 
goal is to decide who should be detained because they are more likely to commit 
a crime, then it is important to separate the bias of over-policing from the ground 
truth of crimes committed. This separation process is precisely what bias mitiga-
tion should aim to do. 

The rise of generative AI technologies might further bring these debates into 
the content generation sphere. What content should be considered biased or 
discriminatory? These questions have long challenged content platforms, which 
typically rely on a combination of community guidelines, automated flagging of 
objectionable content, user reports, and human content moderators. Such efforts 
have thrown content platforms into contentious societal debates around whether 
their efforts are reasonable corrections to avoid disinformation versus problem-
atic distortions of free speech.58 With generated content from AI, however, the 
debate shifts: the question is no longer what human content is permissible to be 
shared on a platform, but rather what AI content should be generated. If an image 
generator consistently generates images of men whenever prompted with terms 
like “CEO,” “intellectual,” or “director,” the AI might entrench existing societal 
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stereotypes.59 To the extent such AI-generated images are then used to make or 
inspire art, movies, or media, they will amplify these biases. 

On the one hand, from an antisubordination standpoint, this should create a 
responsibility on the part of the AI developer to take active measures to ensure the 
content generated reflects a less-biased view of the world. On the other hand, given 
current controversies around content moderation policies, it is likely that such af-
firmative efforts to create more balanced representations will be politically fraught. 

In light of all of these challenges to implementing bias mitigation in practice, 
it is worth addressing the skepticism as to whether such efforts should even 
be pursued. Any fairness efforts predicated on having access to diverse data 

or sensitive attribute data necessitates the collection of yet more data, often about 
people from vulnerable, underrepresented populations, creating potential trade-
offs between fairness and other values like privacy.60 Any attempts to rebalance 
the benefits or harms of algorithmic systems across demographic groups might 
cause significant political controversy, as the previous section discussed. It is 
tempting for such debates to go to extremes–for example, concluding that pri-
vacy must be protected at all costs–so fairness efforts requiring the collection of 
sensitive information at scale should be immediately halted.

For instance, some scholars have highlighted the concept of “horizontal re-
lationality” in privacy, whereby the disclosure of private information by one in-
dividual could affect another individual’s privacy, particularly in the context of 
machine learning and AI.61 An example they use is if someone shares an image of 
their tattoo for a tattoo recognition model, the inclusion of their tattoo image in 
the training data for the tattoo recognition model could affect the model’s ability 
to recognize similar tattoos on other individuals. If the tattoo recognition model 
is used by law enforcement to identify potential suspects, this could impact those 
individuals’ privacy.

While horizontal relationality has been primarily characterized in a negative 
light–how one person’s sacrifice of their privacy can force others to sacrifice their 
privacy–what’s lost in this discussion is that there are benefits to horizontal re-
lationality as well. In particular, such analyses assume an antagonistic relation-
ship with technology, in which the goal is to ensure that AI does not work well for 
you. Such an attitude is typically motivated by concerns around AI surveillance: 
that AI primarily is being deployed by governments, employers, and others with 
power to surveil and deprive lower-powered individuals of autonomy and self- 
determination.62 Many AI applications, however, lack this antagonistic relation-
ship. Individuals buying a camera with AI autofocus for use in taking personal 
photos generally want the camera to be able to focus on their faces, their family’s 
faces, and their friends’ faces as accurately as possible. There is not necessarily a 
surveillance risk if the individual is taking photos and storing them on their drive 
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for personal consumption. While theoretically the person sharing images public-
ly on social media might create some surveillance risk for the individuals in the 
photos, that is unrelated to the functionality of the AI autofocus. If the autofocus 
worked poorly, the individual would likely just spend more time trying to get a 
good shot rather than give up entirely on sharing their lives on social media.

Even in high-stakes scenarios like law enforcement use of facial recognition 
to find suspects, it is unclear that reducing the performance of the AI model pro-
vides any benefits from the perspective of reducing surveillance. Much of the out-
cry against such high-risk use cases stem precisely from the negative impacts of 
poor performance of such models. In particular, there have been several notable 
cases in the United States of Black men being wrongfully arrested due to faulty fa-
cial recognition matches.63 The question of whether law enforcement use of facial 
recognition is acceptable (a topic beyond the scope of this essay) is distinct from 
the question of whether better or worse accuracy of technologies is preferable.

If we assume such technologies will continue to be in use, then better accuracy 
benefits everyone other than those trying to evade law enforcement. Misrecogni-
tion for individuals with less societal privilege is especially pernicious since these 
individuals are less likely to have access to recourse to prove the mistake. This 
could include access to effective legal counsel, knowledge of relevant legal protec-
tions, and funds needed for bail. But weakening such surveillance technologies or 
making them less accurate won’t benefit those people most harmed now; it will 
simply make such wrongful arrests more likely. So, if such surveillance technol-
ogies are in widespread use, there is a strong argument for maximizing the accu
racy of such technologies for all groups, with the greatest benefits to those who are 
most victimized by the errors. More generally, regardless of whether a technology 
is low or high risk, trying to combat biases in the technology is a worthy endeavor.
Critiques about algorithmic fairness efforts would more accurately be framed as 
critiques of specific AI use cases, especially ones that are surveillance oriented.

Separating these two considerations–whether a technology should be banned 
versus whether it should be improved–is of critical importance when attempt-
ing to operationalize algorithmic fairness. Why should humanity not have its cake 
and eat it too? While there might be some technologies so dangerous that out-
right bans are the only morally permissible response, the majority of AI technol-
ogies fall into a gray area in which their use should be conditional on appropriate 
safeguards. Navigating such gray areas requires taking action to address issues of 
bias, even when doing so requires carefully balancing other ethical desiderata. 

Compared to other forms of technology, a distinguishing feature of AI is its 
capacity to learn from the data presented to it. This learning process trans-
forms AI from a purely objective, rational machine to a mirror reflecting 

a version of our world. What makes AI ethics a fascinating discipline is that the 
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problems in this subfield are a microcosm for broader societal problems. The key 
difference, however, is that AI is our own creation, which sets a stronger moral 
requirement for us to address these problems and avoid employing AI that perpet-
uates and entrenches existing societal problems. Moreover, in certain ways, we 
have more control over AI models than we do over broader society. For example, 
although collecting a globally diverse training dataset to train a facial recognition 
model is extremely difficult, it is still easier than counteracting the biases of bil-
lions of peoples’ human facial recognition. Thus, developing fairer AI is a difficult 
task, not simply because AI is often a black box, but also because AI reflects soci-
ety and all its complexities. AI developers are often faced with difficult unsolved 
ethical questions that cut to the core of contemporary debates: What should you 
do to rectify historical injustices? How can you achieve fairness or diversity? To 
address these questions, we must think of AI not as a separate entity, a jumble of 
numbers and code, but rather as a mirror reflecting our society. 
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