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In their introduction to this edition of Dædalus, Goodwin Liu and Camara 
Phyllis Jones write that “it is unlikely that implicit bias can be effectively ad-
dressed by cognitive interventions alone, without broader institutional, legal, 

and structural reforms.” They note that the genesis for the volume was a March 
2021 workshop on the science of implicit bias convened by the Committee on Sci-
ence, Technology, and Law of the National Academies of Sciences, Engineering, 
and Medicine.1 That workshop provided an opportunity to demonstrate that im-
plicit bias is a common form of cognitive processing that develops in response to 
social, cultural, and institutional conditions. As demonstrated by the workshop 
and the essays in this volume, an understanding of implicit bias in a neurological, 
mechanistic, and phenomenological manner strengthens our ability to develop 
policies to diffuse and mitigate the problems that arise from implicit bias. 

At the end of the 2021 event, members of the interdisciplinary workshop plan-
ning committee gave their perspectives on the important messages that they 
would take away from the workshop. For the conclusion of this volume of Dæda-
lus, we members of the planning committee were asked to expand on what we said 
three years ago. This is our response. 

Thomas D. Albright 

Broadly considered, implicit bias is a cognitive response to uncertainty, in which 
other pieces of information are unconsciously recruited to fll in the blanks of 
experience. This inferential process is probabilistic and sometimes yields cata-
strophic outcomes. This is particularly true in a human social context, in which 
uncertainty is pervasive and other pieces of information include tribal allegiances 
and social structures that yield disparate treatment as a function of race. Uncon-
scious incorporation of this information allows it to be manifested as implicit ra-
cial bias. 
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The essays in this issue of Dædalus catalog the incidence of implicit biases and 
their devastating effects on individual opportunities and social cohesion. They 
also explore the societal forces and mechanisms responsible for the development 
and perseveration of biases. This evidence-based understanding sets the stage for 
the most important question: how do we stop this from happening? 

There are three information-processing strategies that hold promise: 1) reduce 
uncertainty, 2) change the priors, and 3) compensate. As seen from the essays in 
this volume, there has been signifcant growth of science that tests the effective-
ness of these strategies. 

Reduce uncertainty. Unconscious biases fourish where there is paucity of infor-
mation. In the case of implicit racial bias, this comes from long-standing forms of 
cultural and geographic segregation. Evidence suggests that uncertainty can be re-
duced by engineering meaningful interactions between people from different ra-
cial groups, such that information about the “unknown other” is acquired broadly 
over time and different contexts. 

Change the priors. Implicit bias is a form of statistical inference based on ob-
served events and associations. Explicit racism in American society provides a 
model from which generations of children have acquired a distorted sense of the 
character of people of different races. As long as that model exists, our priors con-
tain incorrect information, yielding unconscious bias. Hope lies in the fact that 
acquiring new associations predictably alters unconscious inference, manifested 
as changes in perception, decision, and action. 

Compensate. Efforts to reduce uncertainty and change fawed priors are long-
term solutions. Along the way, one valuable strategy is to recognize the biases we 
hold and overpower them. Because this compensation requires a rational conscious 
consideration of the potential for error under normal conditions of unconscious 
bias, the simplest and perhaps most immediately effective strategy is to pause and 
think before a decision to act. Implicit bias training commonly focuses on this mo-
ment, in which qualifed decision-making can prevent the harmful biases we have 
acquired, and hope to suppress, from having real impact on the world in front of us. 

William A. (“Sandy”) Darity Jr. 

The related concepts of unconscious bias and implicit bias have potential value in 
analyzing personal interactions fraught with prejudice. The two concepts enable 
individual bigoted acts predicated upon stereotypical beliefs to be viewed as de-
void of intent or malice. Both concepts can improve our understanding of inter-
personal racism. 

In contrast, unconscious bias and implicit bias are far less useful in under-
standing structural racism, those social practices and policies that produce and 
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sustain racial inequality. Those practices and policies have been constructed and 
maintained in both conscious and explicit fashion by their designers. 

For example, the incorporation of decentralized authority of the administra-
tion of the GI Bill enacted after World War II was an intentional measure to bene-
ft white veterans at the expense of Black veterans. In the late nineteenth century, 
the failure of the federal government to fulfll its promise of forty-acre land grants 
to the formerly enslaved as restitution for their years of bondage, while mobiliz-
ing the Homestead Act of 1862 to provide 1.5 million white families with 160-acre 
land grants in the Western territories, was deliberate and purposeful. In the 1950s 
through the 1970s, the grossly disproportionate placement of freeways under the 
federal highway system in the heart of predominantly Black neighborhoods and 
business districts was calculated and willful. 

Of course, there have been policies adopted for purposes other than preserving 
racial hierarchy that have had an inordinate adverse effect on Black community 
well-being. However, those effects could have been anticipated and mitigated had 
a careful racial impact audit been performed in advance of their introduction. The 
failure to conduct such an audit has been the product of a conscious decision by 
policymakers. 

Diana Dunn 

In volume one of Undoing Racism: A Philosophy of International Social Change, psy-
chologists Ronald Chisholm and Michael Washington defne race as “a specious 
classifcation of human beings created by Europeans (whites) which assigns hu-
man worth and social status using ‘white’ as the model of humanity and the height 
of human achievement for the purpose of establishing and maintaining privilege 
and power.”2 

When white people struggle, we change structures, but when Black people 
struggle, we give them programs that function within current structures. Only by 
empowering those most impacted by racism can we create movements that lead 
to meaningful change. 

Rayid Ghani 

As we discuss implicit bias in humans, we also need to consider, understand, and 
deal with that implicit bias propagating in society through the design and use of 
AI systems. As AI systems augment various existing human processes in society 
through widespread use by governments and corporations, developing approach-
es to better understand, detect, and deal with them is a critical need for society. 
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AI systems have the potential to help improve outcomes and result in a better 
and more equitable society across a broad range of areas including social welfare, 
health, education, and criminal justice. At the same time, any AI (or otherwise 
developed) system that affects people’s lives must be explicitly built to increase 
equity and focus on tackling the implicit (and sometimes explicit) biases under-
lying the design choices made in the development of that system. It is important 
to recognize that AI can have a positive social impact, but we need to make sure 
that we put guidelines, resources, and trainings in place to maximize the chances 
of the positive impact while protecting people who have historically been nega-
tively impacted by implicit bias in society, and will likely continue to be affected 
negatively by the new AI systems. This requires government agencies, business-
es, nonprofts, and community groups to come together and collaborate around 
this goal, and for policymakers to act and provide guidelines and/or regulations 
for both the public- and private-sector organizations using AI-assisted decision-
making processes to ensure that these systems are built in a transparent and ac-
countable manner and result in fair and equitable outcomes for society. 

When designed appropriately and deliberately, AI can be a useful tool to as-
sist us in both detecting implicit biases when they’re present in a human process, 
as well as in designing new collaborative systems that help reduce the impact of 
these biases. 

Deena Hayes-Greene 

Cultural and racial biases are often thought to be an indication of racial prejudice 
or bigotry–and they can be. However, they are as likely to be the result of the as-
sociations our brains make, many of which we are unaware. These associations 
(for example, shark-danger, fre-hot) are made to save our lives. They become ra-
cial when our focus is not on fre or sharks but on people. People whom we might 
not have met but who are associated with danger or negative labels ascribed by a 
society, a nation, established in more racially exclusive times. These associations 
have been nourished for centuries by a culture designed to advantage white peo-
ple. And the structures such a culture builds and sustains successfully separate 
and harm poor and working-class people of all races. Drilled into our heads are 
long-established, time-honored associations about who is valuable, worthy, and 
deserving. Race then remains the ever-ready tool to prompt well-rooted but im-
plicit associations. Far from the prejudices of individuals, the constant repetition 
of a hierarchy of human worth, when commonly held, directs the very construc-
tion of today’s world and creates disparity. 

Without interruption, such associations remake themselves with each genera-
tion because racism is a toxin in our nation’s groundwater. In other words, if you 
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come upon a lake and see one fsh belly up, dead, examining the fsh and seeing 
what caused its death would make sense. If, however, you came upon the lake and 
half the fsh were belly up, what might it be time to do? It is, of course, time to 
examine the lake. Fish represent the individuals for whom we care, and lakes rep-
resent institutions whose toxins could well have caused the need for care. This is 
possible because lakes are not stand-alone bodies of water. They are fed by the 
groundwater. The groundwater is the unseen water that makes up 95 percent of 
the fresh water on our planet. When infected by racism, the groundwater carries 
it to many lakes, causing many problems. Short of that understanding, our deci-
sions, interventions, and even our visions are misguided, as they fail to see the 
depth of the problem. 

Were we to remove the toxic racial structures underpinning our society, no ra-
cial associations would be made. Racial stratifcation would no longer exist, and 
racial disparity would be a relic of the past. Racism would no longer inform poli-
cy, practice, law, or cultural norms, be our associations explicit or implicit. When 
we understand not only the brain processes enabling racial associations but also 
why the associations are there to be made, we can face the past and end its legacy. 

Tanya Katerí Hernández 

When legal scholars and lawyers consider the literature on implicit bias, they do 
so for pragmatic reasons. Their principal interest is the desire to enhance the anti-
discrimination law project of identifying and addressing discrimination.3 Indeed, 
it was the enactment of the Civil Rights Act of 1964’s ban on employment dis-
crimination that inspired early iterations of social science–informed workplace 
trainings.4 

Contemporary diversity trainings have largely turned to focusing on concerns 
with implicit bias.5 However, the trainings for the most part have emphasized the 
relevance of implicit bias for the individual, and not its implications for structural 
racism.6 Yet it is structural racism that antidiscrimination law is geared to address 
in the context of crafting institutional remedies for fndings of discrimination. 

It is thus quite heartening that the National Academies’ implicit bias workshop 
not only explained implicit bias, but also linked it to systemic problems. Impor-
tantly, two-thirds of human resource specialists report that individual-focused 
trainings have no effect on the careers of people of color or diversity within the 
ranks of management, and little effect on levels of implicit bias.7 Concrete inter-
ventions focused on systemic and structural issues make the difference between 
good and bad implicit bias training.8 

When training is framed as pertaining to systemic problems and then coupled 
with complementary measures that engage decision-makers in seeking structur-
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al interventions for those systemic problems, workplace diversity is markedly in-
creased as a matter of hiring, retention, and promotion.9 An example that cap-
tured national attention provides a useful illustration. On April 18, 2018, Star-
bucks employees called the Philadelphia police emergency line to request aid. The 
cause? Two Black men sitting at a table without placing an order as they wait-
ed for the third member of their party to arrive for a meeting. The police arrest-
ed the men for “trespassing” and escorted them out of Starbucks in handcuffs. 
No other White patrons sitting at tables received the same treatment. After cell 
phone footage of the incident caused a public uproar, Starbucks issued a public 
apology and closed more than eight thousand U.S. stores for an afternoon of ra-
cial bias training for one hundred and seventy-fve thousand employees. Notably, 
the training was accompanied by a structural policy change to disrupt the opera-
tion of implicit bias. The new policy states that “any customer is welcome to use 
Starbucks spaces, including our restrooms, cafes and patios, regardless of wheth-
er they make a purchase.”10 

Including concerns about systemic racism in the implicit bias training at Star-
bucks helped create company support for the structural change with the greatest 
effcacy for containing the harm of implicit bias. As such, this particular Starbucks 
effort can serve as a model for how consumers of implicit bias training should en-
courage program facilitators to speak to systemic and structural issues.11 

Sheryl Heron 

In my professional career, I have been both an emergency physician, where I 
worked to “stop the bleeding” for patients whom I see for traumatic events, and a 
public health practitioner, with a focus on injury prevention. While we have been 
trying to address implicit bias issues at the individual level, the problem is in the 
prevention of racism at the systemic level. As an immigrant from Jamaica and a 
Black woman, I call our attention to consider the impact of the caste system. We 
simply cannot stop at implicit bias or racism. We need to consider the role of caste 
in this country. Pulitzer Prize–winning author Isabel Wilkerson notes that racism 
is an insuffcient term for the systemic oppression of Black people in America and 
we must consider the caste system that is a part of this country.12 In the end, we 
must ensure we show compassion and empathy in the way we treat one another. 
We need to move beyond implicit bias, and we must be focused and intentional 
about how we change the narrative. 

https://country.12
https://issues.11
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