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The Structuring Work of Algorithms

danah boyd 

Algorithms reflect how power is arranged within our society while also producing 
power dynamics themselves. Algorithmic systems configure power by engaging in 
network-making, thereby shaping society and entrenching existing logics into infra-
structure. To understand the moral economy of high-tech modernism, we must ex-
plore how algorithmic systems contribute to ongoing social, political, and economic 
structuring. This essay reflects on the importance of algorithmic systems’ positions 
within our political, economic, and social arrangements. 

Henry Farrell and Marion Fourcade call on us to consider “the moral econo-
my of high-tech modernism.”1 They emphasize how algorithmic systems 
are engines of categorization that produce power dynamics by structur-

ing the social, political, and economic order. Yet algorithmic systems are also con-
figured by networks and data infrastructures. Algorithms not only produce power 
but reflect the power arrangements within which they operate.

Algorithms, like bureaucracy, structure things, making the categories through 
which they exercise power over society. Their category-making is entangled with 
the categories that the state creates for its own power-making purposes.2 Algo-
rithms appear to turn disorganized data into seemingly coherent networks, but 
the product of this process often reifies and amplifies existing power arrange-
ments. No matter what categories are created, these are at most frozen slices of a 
larger and perpetually shifting whole, fleeting and provisional summaries of one 
part of a very complex set of network relations. Thus, it is in the network itself 
that the real power relations remain.

In laying out a theory of “power in networks,” sociologist Manuel Castells 
leverages the language of “programming” to analyze the power that social ac-
tors assert when purposefully structuring the institutional, social, economic, 

and political arrangements of society. Castells is particularly interested in what he 
calls “network-making power,” or “the power to program specific networks ac-
cording to the interests and values of the programmers, and the power to switch 
different networks following the strategic alliances between the dominant actors 
of various networks.”3 Inverting this programming language to examine machine 
learning systems that exert power in society reveals why algorithms feel so unset-
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tling. The power that stems from these systems is rooted in their network-making 
work as much as in the authority and centrality they are given. 

Many twentieth-century equality movements center on revealing the disparate 
experiences and centuries-long discrimination of people based on socially con-
structed categories. In the United States, the Civil Rights Act of 1964 sought justice 
by reifying categories–race, color, religion, sex, national origin–to reclaim them, 
which made these categories infrastructural, requiring the state to collect data about 
people in relationship to these categories to support antidiscrimination claims. 

Machine learning algorithms do not require a priori categories because they 
can be designed to cluster nodes based on available features or operate across multi-
dimensional networks without clustering. Even though sociologists have long 
highlighted how network position matters, antidiscrimination laws have no con-
ception of networks.4 After all, antidiscrimination laws start with the notion of a 
“class” of people. Scholars who evaluate the discriminatory work of algorithmic 
systems invariably begin by evaluating how algorithms develop clusters and cor-
relations that can be mapped onto known categories, either directly or as prox-
ies.5 And, indeed, when algorithms are flagged as racist in social discourse, critics 
revert to the social categories maintained by the state that have dominated socio-
political consciousness. 

The real danger of algorithmic systems–and their network-making power–is 
that they can be used to produce a new form of discrimination, one that cannot 
easily be mapped onto categories but can help enable and magnify social inequity 
all the same. Contending with the moral consequences of these systems will re-
quire a new framework for evaluating and remedying inequity, for these systems 
can easily be designed to evade the categories that ground legal frameworks.

Algorithms run on data, but data are made, not found. Data are never neu-
tral or objective; they are socially produced.6 What data exist–and what 
do not–stem from social choices. What data algorithms see–and what 

they do not–are also shaped by social choices. In other words, algorithms are not 
the only socially constructed system in this sociotechnical arrangement, nor the 
sole source of power. Algorithms can be made transparent and interpretable but 
still be manipulated to produce dangerous outcomes when actors toy with the un-
derlying data.

In the early part of the twentieth century, Congress wanted to depoliticize the 
allocation of representatives upon which the United States’ political system de-
pends. Every decade, after census data were delivered to Congress, fights would 
break out in the halls of the Capitol as politicians argued over how to divvy up the 
representatives, and how many more representatives to add. The proposed solu-
tion, eventually adopted in 1929, was to predetermine both the number of repre-
sentatives and the algorithm used for apportionment.7 This algorithmic “solution”  
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did not render the census neutral; it simply shifted the locus of politicization to 
the data infrastructure.8 

Contemporary debates around the power of algorithms often highlight how 
biases in underlying data can affect the model.9 Yet the response to these critiques 
is often a call to “de-bias” the data, as though an idealized “neutral” data set were 
possible. Once an algorithmic system is situated as a powerful social actor, those 
seeking to configure the system to their advantage shift their attention to shape 
the data infrastructure upon which those systems depend. Algorithms do not 
make a system more neutral; they simply reconfigure the site of manipulation.

Farrell and Fourcade rightfully highlight the limits to the pursuit of fairness 
and justice through algorithmic systems, flagging examples of naive think-
ing on the part of algorithmic dreamers. Technology, like bureaucracy before 

it, cannot fix intractable social ills. Rather, technology is consistently leveraged to 
codify the values that its makers or users wish to make rigid. The algorithmic sys-
tems that plague us today were born out of a variant of late-stage capitalism that is 
driven by financialization. With the backing of venture capital, most of these sys-
tems grow like cancer, killing some cells while replicating malignant ones in the in-
terest of those making economic bets. Whatever morality exists in this version of 
capitalism is centered on individual gain at the expense of the collective. That logic 
is embedded in countless algorithmic systems. 

Algorithms are not inherently evil, but their position within a political, eco-
nomic, or social arrangement matters.10 Consider “scheduling software,” a cate-
gory of tools designed to allocate job shifts to workers. Such tools can be designed 
to optimize many different interests. If workers were asked to indicate their pref-
erences–what start times are ideal, how many hours they wish to work, who they 
wish to work with, and so on–the system could be structured to optimize work-
ers’ interests.11 But these systems are rarely designed this way. Employers who buy 
these systems seek scheduling tools that are designed to maximize their interests. 
The resultant tools often ensure that few workers are given enough hours to be el-
igible for benefits. Shifts are commonly allocated to prevent unionization by min-
imizing opportunities for workers to develop relationships. These algorithmically 
generated shifts are rarely consistent or announced in advance, providing work-
ers little room to navigate childcare, let alone the flexibility to hold a second job to  
make up for the incomplete hours. This is not by accident. The choices in the design 
of these algorithms maximize the financial interests of management at the expense 
of workers, actively structuring networks to disempower workers without legally 
discriminating against them.12 The problem in this arrangement is not the algo-
rithm, but the financial and political context that makes this design acceptable. 

High-tech modernism is not a radical break from high modernism, but an ex-
tension of the very same logics. It is reasonable to focus on the new instruments 



152 (1) Winter 2023 239

danah boyd

of power, but it behooves us also to keep track of the social, political, economic, 
and structural arrangements that enable algorithms of interest to emerge, as well 
as the networks that such technologies rely on and reinforce. 
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