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How is progress toward the goal of universal basic and secondary education measured? If measurable progress is being made, to what can it be attributed? How can we identify effective strategies for increasing access to schooling or for improving the quality of what is taught? As part of the American Academy’s project on Universal Basic and Secondary Education, we asked these questions of Henry Braun, Anil Kanjee, Eric Bettinger, and Michael Kremer.

Although assessment is often seen as a tool to measure the progress of individual students, it also allows individuals, communities, and countries to track the quality of schools and educational systems. In theory, if policymakers have access to reliable information on educational quality in specific schools and make this information available to the aware public, then students and parents may be better able to choose among educational options and demand education of higher quality.

Educational assessment must overcome a central dilemma, as Braun and Kanjee observe. If there are no consequences attached to a test, then it will do little to motivate healthy change within the educational system; however, if the result of an assessment is highly consequential, then it may engender unproductive or undesirable outcomes such as narrowing the curriculum, “teaching to test,” and weakening the role of teachers. When assessments are tied to funding decisions, those responsible for the quality of education—teachers, administrators, and state officials—may oppose the release or even the creation of such data. Braun and Kanjee describe the factors preventing better assessment and review promising national, regional, and international initiatives for improving current practices and resolving this dilemma.

One recommendation they offer is to encourage developing countries to participate in international assessments as “associates,” without requiring that the results be released internationally. This interim arrangement, they argue, would promote the generation of much-needed data, give developing countries access to expertise, and build local capacity to develop, administer, and analyze tests, while avoiding the political consequences to participating countries of possible poor performance.

Many aspects of traditional educational practice have not been evaluated rigorously. Would students learn arithmetic or history less effectively if they were not required to be in their seats by the time the school bell rang? Does a student who learns touch-typing from a computer learn any better, or at a significantly lower cost, than a student who learns from a traditional teacher or by self-instruction from a printed book? Few innovations in education
have been rigorously compared with traditional practices to measure quantitatively what they contribute to educational outcomes. Although traditional assessments are limited in the types of data they can provide to evaluate educational systems and practices, there are other means to ensure that educational practices achieve the desired ends.

As Bettinger and Kremer each discuss, a reliable means of getting answers to questions like these—namely, randomized controlled experimentation, the gold standard for evaluating treatments in medicine—is now finding use in education. Such experiments make possible valid comparisons among pedagogical techniques and systems of management because randomization establishes equivalent participant and non-participant groups for comparison. Randomized controlled experiments can, therefore, produce the most credible evaluation of programs, including their cost-effectiveness. With more reliable information from such experiments, education reformers can focus efforts and resources on the programs that have been found to be most effective.

Kremer’s paper examines low-cost means of increasing enrollment. He reviews the findings from randomized evaluations of a number of education initiatives, including school-based health programs. Kremer reports on a program that provided de-worming medication and iron and vitamin A supplements to preschool children in Delhi (at a cost of $1.70 per student per year). The treatments were phased in at random to 200 schools over a two-year period, enabling a comparison of treatment and non-treatment groups. Researchers found that the treatment had the effect of reducing absenteeism by 20 percent, making it an extremely low-cost means of increasing the number of days students are in school. Similar results were found in a randomized, controlled, school-based de-worming program in Kenya.

In his overview of what has been learned through randomized evaluations in education, Bettinger explains why these experiments, though they provide highly credible results, remain underutilized guides for policy. Randomized experiments can be expensive and time-consuming. They require technical sophistication to plan, implement, and analyze properly. He notes, however, that certain types of experiments are no more expensive or time-consuming than other rigorous data collection activities. A more formidable problem is the political justification of delivering a program to only a small set of students or schools while withholding it from a comparison group of students or schools. However, when budgetary constraints make it difficult or impossible to reach all members of a population in a given year, randomly selecting which groups receive the program in each of subsequent years may be the fairest way to implement the program and simultaneously permit measurements of the program’s impact.

Versions of the three chapters that follow were discussed at workshops held at the American Academy in Cambridge, Massachusetts. A workshop on “Educational Assessment,” was held on October 28–29, 2002, and was attended by Albert Beaton (Boston College), David E. Bloom (Harvard University), Henry Braun (Educational Testing Service), Joel E. Cohen (Rockefeller and
Columbia Universities), Juan Enrique Froemel (UNESCO), Rangachar Govinda (National Institute of Educational Planning and Administration), Stephen Heyneman (Vanderbilt University), Anil Kanjee (Human Sciences Research Council), Denise Lievesley (UNESCO), Marlaine Lockheed (World Bank), George Madaus (Boston College), Martin Malin (American Academy), and Laura Salganik (American Institutes for Research). We thank the other participants in this workshop for their extremely valuable comments. Braun and Kanjee also thank Pai Obanya, Rangachar Govinda, Sidney Irvine, and Christopher Modu for their generous comments, Juan Guzman for assisting with the country profiles, and South Africa workshop participants for their comments on the framework presented in their paper.
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The UBASE project focuses on the rationale, the means, and the consequences of providing the equivalent of a primary and secondary education of quality to all the world’s children. This monograph is one in a series of the UBASE project published by the American Academy. Other papers examine related topics, including:

- basic facts about education, and the nature and quality of the data that underpin these facts;
- the history of efforts to achieve universal education, and political obstacles that these efforts have encountered;
- the goals of primary and secondary education in different settings;
• the costs of achieving universal education at the primary and secondary levels;
• health and education; and
• the economic and social consequences of global educational expansion.
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CHAPTER 1

Using Assessment to Improve Education in Developing Nations

HENRY BRAUN AND ANIL KANJEE

The Universal Basic and Secondary Education (UBASE) initiative has examined from a number of perspectives the challenge of providing every child in the world with a good basic and secondary education (Bloom and Cohen, 2005), exploring the premise that the rapid expansion of high quality education is essential to the economic, social, and political well being of developing nations. The goals of the UBASE initiative complement those of the Education For All (EFA) initiative, as introduced in the World Declaration on Education for All in Jomtein, Thailand (UNDP/UNESCO/UNICEF/World Bank, 1990) and later revised and reaffirmed in the Dakar Framework for Action (UNESCO, 2000a).

This paper provides a framework for conceptualizing the various roles assessment plays in education, as well as an overview of educational assessment in the developing world. It undertakes an analysis of some assessment-related issues that arise when planning to expand dramatically educational access and quality. In particular, it suggests how assessment practices and systems can generate relevant and timely information for the improvement of education systems, presents case studies of a number of nations, describes some international efforts, and proposes next steps.

The issues raised in this paper are especially relevant to the EFA initiatives; in particular, Goal 6 of the Dakar Framework (UNESCO, 2000a: 17) calls for “improving all aspects of the quality of education, and ensuring their excellence so that recognized and measurable learning outcomes are achieved by all, especially in literacy, numeracy and essential life skills.” The Dakar Framework also suggests various approaches countries may adopt to attain the goals outlined and proposes that countries “systematically monitor progress towards EFA goals and strategies at the national, regional and international levels” (UNESCO, 2000a: 21).

Our intention in this paper is not simply to describe how assessment-related initiatives can be extended to the secondary-education sector, but to offer a comprehensive analysis of the roles assessment can—and could—play in educational improvement. This effort is undertaken with humility: most of the sensible things that can be said have been said; nevertheless, many of the sensible things that can be done, have not been done—at least not on a large scale.
The education landscape in many, if not most, developing countries is characterized by a number of patterns:

- There exist substantial disparities in the distribution of opportunity to learn and in achievement. These disparities are associated with factors such as geographic location, race/ethnicity, language, social class, and gender, among others.
- In a particular region (e.g., Latin America or Sub-Saharan Africa), disparities within a country are usually much greater than average differences among countries.¹
- In general, achievement levels are low, both with respect to a country’s own standards and in comparison to the norms established by developed nations.
- There are many impediments to progress, including limited facilities and resources, insufficient capacity, inefficient allocation of available resources, and wastage due to high rates of grade repetition and attrition.

The solutions to these problems are varied and extremely complex, and certainly cannot be addressed only, or even chiefly, through assessment. However, assessment policy and practices are critical to any successful educational improvement strategy; assessment data are essential to teaching and learning and are needed to monitor, evaluate, and improve the education system. Although some assessments serve learners, teachers, parents, and policymakers by providing them with useful information, others focus educational efforts by virtue of the consequences that are attached to learner performance. This dual role leads to the paradox of “high-stakes” assessment as an instrument of change. In the absence of serious consequences, it is difficult for assessment to exert much influence on an education system; however, if performance on an assessment entails serious consequences, it can lead to activities that are educationally unproductive and may actually undermine the integrity of the system.

This paradox is at the heart of the controversy over assessment in educational circles. To some, assessment is a fair and objective way to set and maintain standards, to spearhead reform at the levels of both policy and practice, and to establish a basis for meaningful accountability. To others, it is an instrument for maintaining the status quo, grossly unfair and educationally unproductive. There are of course more balanced positions, such as those of Little (1990) and Noah and Eckstein (1992b). Whatever their position, most observers would agree that assessment is neither an end in itself nor a panacea for the ills of education. They would likely also accept the proposition that major improvements in assessment systems must be part of a broader educational reform agenda that will be driven by—and constrained by—political, economic, and social considerations (Govinda, 1998; Little, 1992).

The importance of assessment for policy stems, in part, from the widespread recognition that educational indicator systems must include not only

1. Similar patterns of disparity are also common among developed countries, especially as they relate to language and race.
inputs but also outputs. A “results agenda” has become increasingly prominent in the planning of international donor agencies (Lockheed, private communication, May 21, 2004). This is complicated, however, by the fact that the assessment data used for policy may be incomplete, of poor quality, or even unreliable or invalid. Furthermore, lack of appropriate sensitivity to contextual issues can make data interpretation and subsequent action problematic. For example, in some regions of a country it may be common for large proportions of learners sitting for an examination to participate in “out-of-school tuition” (N. Postlethwaite, private communication, 15 October 2002) or shadow education (Baker et al., 2002). These practices may raise test scores, but they also distort inferences about the comparative effectiveness of different schools or different regions.

The increased salience of assessment to policy naturally leads to demands that it meet higher standards of quality and validity; this places still greater strains on the assessment capacity of many nations, especially developing countries. Indeed, these will likely have to look beyond available test instruments and consider anew the entire design and development process, in which local and national values and goals play a critical, if often not well articulated, role. At the same time, from a global perspective, there is a wealth of assessment related materials and expertise that developing nations should be able to tap into and adapt to their own needs.

The expectation that assessments aligned to national goals ought to be central to education and thus exert a beneficial influence on the economic and social conditions of the people is not a new one. In 1955, Godfrey Thomson said of the test movement in India (Bhatia, 1955: Foreword):

It is of the greatest importance to India, and to the world, that her rising generation should be well educated, each in the way best fitted to his or her talents, and that her manpower, in adulthood, should be helped into those occupations most needed by the nation, most likely to profit by the individual’s special abilities, and most likely therefore to make him happy and self-respecting. The object of the test movement…is exactly to forward such aims, not by dictatorial direction but by careful assessment of abilities, general and special, and helpful recommendations based on such assessment.

This paper focuses on assessment as a tool to improve learning, to monitor and credential students, and to evaluate some aspects of the education system itself. Certainly, assessment data, when appropriately aggregated, can be an important component of a broader educational indicator system. This paper, however, does not treat the use of assessment for such administrative purposes as the evaluation of teachers, principals, or schools. Lievesley (2001) presents a brief but insightful account of the potential and the pitfalls associated with development indicators.

In this paper, we first propose a framework through which we conceptualize the role of assessment for improving access, quality, efficiency, and equity within the education system. Next we define assessment, outline the different
types of assessment and indicate the various uses to which assessment can be put. We then focus on the considerations particular to the secondary education sector in developing nations and highlight the various factors affecting assessment practices. This is followed by a discussion of ongoing concerns and constraints on improving assessment systems and practices. In addition, we address the role of technology in enhancing the practice of assessment, as well as improving the nature and quality of data collected. Case studies from several developing countries are presented to highlight current assessment systems and practices while the roles of current and recent regional/international assessment initiatives in developing countries are also noted. The paper concludes with a summary and a presentation of several strategies for moving forward.

CONCEPTUAL FRAMEWORK

In establishing a framework for discussing the role of assessment, we have identified four essential attributes of an education system: Access, Quality, Efficiency, and Equity, which we will refer to by the acronym AQEE (pronounced “a key”). Figure 1 illustrates the interdependence among these various attributes. While recognizing that these attributes are intimately linked, we provide a separate working definition for each. It is important to note that many different meanings and interpretations of the AQEE concepts have been proposed (Ndoye, 2002; Obanya, 2002; UNICEF, 2003). The intent of this paper is not to provide universally acceptable definitions. Instead, we offer these attributes as a starting point for systematically examining the uses of assessment in an education system.

Access

The concept of access generally refers to entry into the formal school system and comprises three aspects:

- Getting to school – how learners travel to school, how far they need to travel, and how long it takes
- Getting into school – obstacles to attending schools (e.g., disability, child labor, safety) and admissions policies (e.g., age/grade limits, fees, restriction to specific catchment areas, admissions tests, and availability of places)

2. In this framework, the concept of effectiveness has been excluded as it refers more to micro-level factors within any education system.
Quality
The concept of “education quality” has as many different meanings as it has writers, and generally includes the following:

• What learners should know – the goals of the education system as reflected in missions/value statements and elaborated in the curriculum and performance standards
• Where learning occurs – the context in which learning occurs (e.g., class size, level of health and safety of the learning environment, availability of resources and facilities to support learning such as classrooms, books, learning materials, etc.)
• How learning takes place – the characteristics of learner-teacher interactions (e.g., the roles learners play in their learning, teacher and learner attitudes towards learning, other teacher practices, etc.)
• What is actually learned – the outcomes of education (e.g., the knowledge, skills, competencies, attitudes, and values that learners acquire)

Efficiency
Efficiency refers to the optimal use of educational resources and facilities to improve access to schooling and the quality of education provided. Efficiency generally comprises the following:

• The functioning of the current structures and systems at different levels (e.g., provinces, regions, districts, and schools) – how these are staffed and managed (e.g., district managers, school governing bodies) regarding the formulation, implementation, and monitoring of policy and practice within the system
• The availability, allocation, and use of human and financial resources – how available resources within a system are managed and employed at different levels within the system
• Throughput and repetition rates – the number of learners that enter and leave a system as well as the number of learners that repeat any grades

Equity
The concept of equity is based on the principle that essentially all children can learn and should be provided with an equal opportunity to do so, irrespective of their background. Equity within any education system is generally based on the following principles:

• Inclusivity – the capacity of the education system to address the specific needs of all children irrespective of their language, gender, religion, sexual orientation, (dis)ability, etc.
• Absence of unfair discrimination – the capacity of the education system to actively address unfair discriminatory practices or situations and their consequences for a specific subgroup. (In our view, the use of practices target-
Evidently, there exists a complex interdependence among these attributes. For example, lack of efficiency in the context of limited resources will typically adversely affect access, quality and equity. Similarly, lack of quality, real or perceived, may well reduce access and equity as those families with fewest resources find the returns inadequate to justify the investments in school-related expenses and the opportunity costs incurred.

**Systemic Validity**

In evaluating the contributions of measurement to an education system, the principle that seems most appropriate is that of “systemic validity” (Frederiksen and Collins, 1989: 28). A systemically valid test is “…one that induces in the education system curricular and instructional changes that foster the development of the cognitive skills that the test is designed to measure.” Their notion initially stemmed from a concern that high stakes tests can, and do, cause learners and teachers to focus their efforts on maximizing test scores. Such an effort may not be accompanied by achievement of the intended learning goals if there is a disjuncture between immediate outputs (test scores) and desired outcomes (student learning).

We propose to extend Frederiksen and Collins’ definition of systemic validity in the following way:

Assessment practices and systems are systemically valid if they generate useful information that supports the (continuous) improvement in one or more aspects of AQEE within the education system, without causing undue deterioration in other aspects or at other levels.

We recognize that to make any evaluation of systemic validity requires a judgment about both the nature of any improvement with respect to AQEE and whether particular changes in assessment practices would result in such an improvement.

Our rationale for this revised definition is that, in many instances, assessments can be systemically valid according to Frederiksen and Collins and yet not support educational improvement more broadly. For example, the academic content tested in a school-leaving examination may be suitable for those learners intending to continue their schooling, but not entirely appropriate for those leaving school, who would benefit from a curriculum and a preparation that covered a wider range of skills. There is a conceptual and practical distinction between certifying that a learner has met the standards associated with a given stage of education and determining whether he or she merits advancement to the next stage, and there are few tests that can serve both functions well.

The basic notion of systemic validity is not a new one, even in international education. Heyneman (1987) suggests that national examinations...
could be used to improve classroom pedagogy while Heyneman and Ransom (1990) suggest that well-designed national examinations could lead to improvements in educational quality. They argue that because these examinations play such an important role in the allocation of life’s chances, they have powerful “backwash effects” which can be harnessed to positive ends.3

However, existing testing practices often exert deleterious effects on the education system. For example, in a study of public examinations in Sub-Saharan Africa, Kellaghan and Greaney (1992) point out, inter alia, that these practices often result in unwanted narrowing of the curriculum, an unproductive focus on esoteric material, as well as a warping of the teacher’s role and, often enough, compromised test results. (It is somewhat ironic that these difficulties are almost identical to the concerns expressed by many observers in the United States, as American states increasingly adopt end-of-grade assessments as a critical element of their own reform efforts.) Likewise, Govinda (1998), in his overview of testing in India over the past half century, offers conclusions on the consequences of mandated testing policies that are consistent with the findings of Kellaghan and Greaney.

The obvious lesson is that assessment is a double-edged sword, with significant departures from systemic validity likely signaling substantial inefficiencies—inefficiencies that the economies of developing nations can ill afford. Unfortunately, achieving systemic validity is not easy. Alignment of the different components of a multi-level education system is a daunting goal. The U.S. assessment initiative alluded to above is intended to be one aspect of accomplishing such a task, but the problems that the United States has encountered and the apparent lack of significant progress are testimony to the difficulties of such an undertaking.

The challenge, then, is how to nurture and develop, even under the manifold constraints characteristic of developing nations, assessment practices (and systems) that are systemically valid. The constraints range from lack of political will, of human or financial capital and insufficient infrastructure capacity, to the inertia attached to current practice. While these problems may be similar across countries, the specific national (or sub-national) contexts are different enough that it is unlikely that one can formulate meaningful general policy recommendations that will be operationally useful in more than a handful of settings. Accordingly, we subscribe to the aphorism: “Common challenges, local solutions.”

**Challenges in Implementing Systemically Valid Assessment Practices**

The assessment system within the education sector comprises all policies and practices related to conducting assessments and evaluations, as well as the structures and organizations established to ensure effective implementation. Assessment and examination policies, examination structures and practices, national assessments, national standards, classroom assessments, certification

3. The “backwash effect” refers to the impact of assessment, particularly the uses of assessment results, on learning, teaching, curriculum, learning materials, and education programs.
bodies, and qualifications frameworks are all components of an assessment system. In practice, the assessment systems of countries vary significantly from each other, both in terms of policies, practices, and structures, as well as the capacity for effective implementation. Thus, it is possible for two seemingly identical assessment systems to have very different outcomes.

The effective functioning of an assessment system is determined not only by how this system (or subsystem) articulates with other facets of education, such as curriculum and instruction, but also by how well the various sectors (primary, secondary, higher) and structures within the education system articulate with one another. In an ideal context, all components of an assessment system would articulate perfectly and function effectively to produce the desired outcomes. However, this is difficult to attain in practice, and it is more likely that one of the three scenarios outlined below exist.

First, the assessment (sub)system, or components thereof, does not function effectively. For example, the national examination results are not regarded as reliable, or the information generated is not particularly relevant due either to the poor quality of the test instruments or the limited dissemination of the results, or both.

Second, the education system does not function effectively. In this instance, any assessment system will have little, if any, impact. For example, information from assessments conducted at the end of primary/secondary schooling will have little impact on issues of access if there are not enough places in the next level to accommodate all graduating and qualified learners.

Third, both the assessment and education systems function effectively. In this instance, assessment systems that seem to be functioning effectively can still result in unintended and educationally sub-optimal consequences. In India for example, an effort to implement minimum levels of learning was appropriately accompanied by large-scale teacher training programs. However, within a few years, researchers found that teachers were teaching to the test (Govinda, 1998). Govinda (1998) notes that there were additional negative consequences since the net effect of the program reinforced rote learning and “transmissionist” teaching methods, and it helped generate a major after-school test preparation industry that served to increase the bias against learners from poorer backgrounds.

Clearly, the roles and impact of an assessment system are substantially determined by the availability, and appropriate allocation, of both human and financial resources. However, decisions pertaining to the allocation of resources must account for the following: 1) the stage of development of the education system; 2) the form and function of the different assessments, which change from feedback to monitoring and evaluation as one moves up from the classroom to the school, district, and beyond; and 3) the frequency of assessments, which typically tends to decrease as one moves to higher levels of the education system. In general, one can argue that for those education systems that are at an early developmental stage, less frequent assessments, following a baseline assessment, should be sufficient because many of the issues that need to be addressed are known and a number of years are
required for substantial improvement. In this case, scarce resources are better devoted to assessments directed at improving learning and teaching, where the returns on investments are likely to be higher (Black and Wiliam, 1998).

In developing nations, the allocation of resources for assessment systems should also account for the specific needs of “vulnerable populations,” e.g., the girl child, the out-of-school youth, and the illiterate adult learner. The assessment system should facilitate the collection of data from beyond schools, e.g., household surveys, and allow for the recognition of relevant experiences and skills that many adult learners acquire out of school, especially those who have little or no formal schooling. In this respect, UNICEF has focused on improving the education opportunities of the “girl child” in rural and poor communities as a means of improving the lives of both girls and their communities (UNICEF, 2002). In Brazil, the government has embarked on a national campaign to improve attendance of poor children at school by using financial incentives for poor families as a means of combating the social conditions that force their children to work (Dugger, 2004). In an effort to improve the literacy and numeracy skills of adults in the United States, the National Institute for Literacy has established a set of comprehensive standards to address the question of “what adults need to know and be able to do in the 21st century” (Stein, 2000). These standards are noteworthy in that they cover a broad range of competencies that extend well beyond the usual compendium of academic skills to include the following categories: communication skills, decision-making skills, interpersonal skills, and lifelong learning skills.

WHAT IS ASSESSMENT?

We begin by distinguishing among four related terms (Keeves, 1997; UNESCO, 2000b): measurement, testing, evaluation, and assessment. **Measurement** refers to the process by which a value, usually numerical, is assigned to the attributes or dimensions of some concept or physical object. For example, a thermometer is used to measure temperature while a test is used to measure ability or aptitude. **Testing** refers to the process of administering a test to measure one or more concepts, usually under standardized conditions. For example, tests are used to measure how much a student has learned in a course of mathematics. **Evaluation** refers to the process of arriving at judgments about abstract entities such as programs, curricula, organizations, and institutions. For example, systemic evaluations (e.g., national assessments) are conducted to ascertain how well an education system is functioning. In most education contexts, assessments are a vital component of any evaluation. **Assessment** is defined as “the process of obtaining information that is used to make educational decisions about students, to give feedback to the student about his or her progress, strengths and weaknesses, to judge instructional effectiveness and curricular adequacy and to inform policy” (AFT, NCME, NEA, 1990: 1). This process usually involves a range of different qualitative and quantitative techniques. For example, the language ability
of learners can be assessed using standardized tests, oral exams, portfolios, and practical exercises.

Assessment plays many roles in education and a single assessment can serve multiple, but quite distinct, roles. For example, results from a selection test can sometimes be used to guide instruction, while a portfolio of learner work culled from assessments conducted during a course of study can inform a decision about whether the learner should obtain a certificate of completion or a degree. Simplifying somewhat, we can posit that from a learner’s perspective, there are three main roles for assessments: Choose, Learn, and Qualify. The data from an assessment can be used to choose a program of study or a particular course within a program. Other assessments provide information that can be used by the learner, teacher, or parents to track learner progress or diagnose strengths and weaknesses. Finally, assessments can determine whether learners obtain certificates or other qualifications that enable them to attain their goals. Assessment in the service of individual learning is sometimes referred to as “formative assessment,” in contrast to “summative assessment,” which is intended to guide decision-making (see Black and Wiliam, 1998).

From the perspective of the authorities, the three critical functions of assessment are: Select, Monitor, and Hold Accountable. One of the most important functions is to determine which learners are allowed to proceed to the next level of schooling. Assessment results, along with other measurement data (such as those obtained through periodic surveys), are also used to track the functioning of different components of the system (generally referred to as national assessments), and sometimes are used to hold accountable the individuals responsible for those components.

**Types of Assessments**

To complement our categorization of the different roles of assessment, we present a brief overview of the different types of assessments that are typically employed by most nations. These are described more extensively in a recent report issued by UNESCO (2000).

The most common type of assessment is school-based. These assessments are usually devised and administered by class teachers, although some are the work of the school principal or other instructional staff. Typically, they are aligned with the delivered curriculum and may employ a broader array of media (e.g., oral presentations) and address a greater range of topics than is the case with centralized standardized assessments. They have a decided advantage over centralized assessments in that the results are immediately available to the teacher (and, presumably, the learners) and can influence the course of instruction. While these assessments can play an important role in

4. There are hundreds of books and articles on educational assessment (or measurement) with varying levels of comprehensiveness and degrees of association with the different schools of thought. A particularly readable and non-technical introduction to the subject can be found in the UNESCO publication “Status and Trends 2000: Assessing Learning Achievement” and in Black (1998). For a more technical treatment refer to Cronbach (1990).
promotion to the next grade, they are rarely used for high-stakes decisions such as admission to the next level of the education system (e.g., university). Black and Wiliam (1998) make a strong case for the potential of school-based assessment to accelerate learning for all students. The key to effective assessment at this level is to devise questions or probes that can elicit learner responses relevant to the learning goals, while ensuring that teachers are capable of interpreting the results in ways that are pedagogically useful and have sufficient resources to guide learners appropriately. They distinguish between perfunctory assessments, the results of which are simply entered into a grade book, and truly formative assessments, meant to guide instruction and focus learner effort.\(^5\)

The second type of assessment, public examinations, can fulfill one or more of the following roles: selecting learners for admission to secondary or tertiary education, credentialing learners for the world of work, and/or providing data for holding school staff accountable for their performance. While such examinations are an important component of every nation’s education system, they are particularly critical in developing countries, where the number of candidates for advancement is usually many times greater than the number of places available. In many countries, these are standardized multiple choice examinations, while in others they comprise various forms of performance assessment (sometimes in conjunction with multiple choice components). Typically, they are designed, developed, and administered centrally with an almost exclusive focus on academic subjects. There is meager feedback to the school except the scores and/or pass rate, and, as a result, they offer little utility for school improvement programs beyond an exhortation to do better next time. Moreover, as we have already noted, public examination systems often have negative consequences for the general quality of education.

National assessments are studies focused on generating specific information that policymakers need to evaluate various aspects of the educational system. The results can be used for accountability purposes, to make resource allocation decisions, and even to heighten public awareness of education issues. These assessments may be administered to an entire cohort (census testing) or to a statistically chosen group (sample testing) and may also include background questionnaires for different participants (learners, teachers, administrators) to provide a meaningful context for interpreting test results. The utility of the data generated depends on the quality and relevance of the assessment, the thoroughness of the associated fieldwork, as well as the expertise of those charged with the analysis, interpretation, reporting, and dissemination of results.

International assessments assess learners in multiple countries, with the principal aim of providing cross-national comparisons that can illuminate a variety of educational policy issues. As with national assessments, they may also include background questions for different participants (learners, teachers, administrators) to provide a meaningful context for interpreting test results.

\(^5\) For a specific example of the effective use of formative assessment in a secondary school setting, see Wiliam, Lee, Harrison, and Black (2004).
results. Such studies are planned and implemented by various organizations, including the IEA (International Association for the Evaluation of Educational Achievement) that conducts TIMSS (Trends in International Mathematics and Sciences Study) and PIRLS (Progress in International Reading Literacy Study), the OECD (Organization for Economic Co-operation and Development) that is responsible for PISA (Program for International Student Achievement) studies, UNESCO/UNICEF that conducts the MLA (Monitoring Learning Achievement) studies and coordinates regional groupings such as the Latin American Laboratory for Assessment of Quality in Education (Laboratorio), 6 the Southern African Consortium for the Monitoring of Education Quality (SACMEQ), and Program for the Analysis of Educational Systems of the CONFEMEN (Franco-phone Africa) countries (PASEC). 7

Studies such as TIMSS, PIRLS, and PISA are characterized by high quality assessment instruments, rigorous fieldwork, and sophisticated analyses of results. At their best, they can also provide useful information to those who seek to improve classroom practice. For example, TIMSS included comprehensive surveys of educators and compiled an extensive video library of classes in participating countries. Both have proven to be rich sources of research on cross-national classroom practices and of putative explanations of the differences in results.

As the preceding exposition should make clear, assessment has the potential to contribute to one or more aspects of AQEE, depending on the type of assessment and the context in which it is employed. School-based assessments can enhance efficiency by helping to target the efforts of both learners and teachers. To the extent that they are able to use the information appropriately, the quality of the learning is improved.

Obviously, public examinations for selection or credentialing directly affect access. In principle, they should also enhance equity by providing a “level playing field” for all candidates. In reality, however, differences in “opportunity to learn” mean that not all learners are equally prepared, and this inequality is usually reflected in the outcomes. If these differential rates of success are associated with geographic and/or demographic groupings, there can be political consequences. Despite these failings, public examinations may be the best alternative at a particular time and efforts should be directed at improving education quality for more disadvantaged learners. In the long term, public examinations intended for accountability can lead to improvements in quality and efficiency, provided the results are incorporated into an indicator system that influences policy and resource allocation. The same is true of national and international assessments—again, provided that the data are relevant and useful to countries and are used productively in planning system improvement.

---

7. Programme d’Analyse des Systèmes Éducatifs des Pays de la CONFEMEN.
Foundations of Test Design

The term “test,” as we have defined it, denotes an instrument of assessment that is conducted under some set of formal conditions. Tests developed outside the school (often referred to as external examinations) are produced through a process of design and development that varies widely across time and space. In the past, professional test developers have tended to regard their work as an art, not susceptible to rigorous analysis. One consequence has been the implication that expertise can only be developed through many years of apprenticeship. While there is some truth to that notion, significant progress over the last decade in automated item generation (Irvine, 2002; Bejar, 2002), test design (Mislevy, 2003), automated test assembly (Swanson and Stocking, 1993; van der Linden, 1998), and even automated scoring of complex learner-constructed responses (Braun, Bejar, and Williamson, 2006), has undermined the “strong interpretation” of the test developers’ position.

Test design is governed by three general factors, which we denote as “constructs,” “communication,” and “constraints” (Braun, 2000). Constructs refer to the ultimate targets of measurement. They are usually derived from theoretical considerations and are organized into a framework that is later translated into a set of test specifications. Communication refers to the kinds of information to be provided; that is, the claims and inferences to be made on the basis of the test, while constraints refer to the relatively unchanging features of the context(s) in which the test is to be designed, developed, and delivered. Together, these three factors delineate the set of feasible designs from which a particular design must emerge.

Unfortunately, test designers often fail to explicitly invoke these factors or to generate alternative designs that represent different tradeoffs among various goals and constraints. On the other hand, they are not insensitive to the constraints under which they must operate and the conditions under which the test must be administered. The design of a high-stakes selection test, for example, involves constraints (such as the need for security) that are not as salient for low-stakes national assessments. Similarly, time constraints will influence the number and type of items that can be incorporated in a particular test. Designers must also cope with the technical demands of reliability and validity (discussed below). Moreover, the high level of interest in large-scale assessments, both nationally and internationally, has resulted in the development of innovative and highly technical methods for the design of assessment instruments, the collection and analysis of data, as well as the reporting of results. Refer to the National Research Council (2002) publication for a comprehensive review of methodological advances.

An important contribution to the practice of assessment is the work of Mislevy and his colleagues (2003), who have developed a conceptual approach to, and methodology for, test design, termed “evidence-centered design” (ECD). The approach directly links test design to both evidentiary reasoning and general design science. The basic idea of ECD is that designers should “work backwards,” by first determining the claims they would like
users to make about the assessment and the evidence needed to support those claims. They can then develop the exercises (items, probes, performance challenges, etc.) to elicit desired learner responses, the scoring rubrics used to transform those responses into relevant evidence, and the measurement models that cumulate or summarize that evidence. This effort typically involves a number of cycles of development, data collection and analysis, reflection, and revision. Finally, designers must determine the overall structure and format of the assessment, mode(s) of delivery and presentation, data management, and the myriad other details that constitute an operational assessment system. Although expert (and successful) designers have typically engaged in some or all of these activities, the formalization of the process, the creation of a software system to support implementation, and the development of cognitively-based psychometric models represent a major advance in assessment.

**Standardized Tests**

Standardization is a prerequisite for fairness when scores must be comparable. It demands, at a minimum, that the tests be administered under uniform conditions and graded according to a fixed set of rules or rubrics. The degree of standardization is particularly important for school-leaving and selection examinations—and varies considerably from country to country and among regions within a country. In the past, standardization has been best achieved for examinations set by testing agencies, such as the University of Cambridge Local Examination Syndicate that operate internationally. External examinations, set by regional or national authorities, are almost always standardized.

Standardized tests are ordinarily constructed according to one of two models: norm-referenced or criterion-referenced. For the former, a distribution of test scores is established for a reference population. New scores are typically presented in conjunction with the corresponding percentile with respect to that reference distribution. For the latter, two or more ordered categories are defined in terms of fixed thresholds on the score scale, and a new score is labeled in terms of the category into which it falls. The test design process differs according to which model is being used. When the principal interest is in ranking all learners, norm-referenced tests are preferred. When the issue is whether the learner has met a particular standard, criterion-referenced tests are more appropriate.

Typically countries use both norm- and criterion-referenced assessments. Most examinations, e.g., end of school exams, are norm-referenced, while most national assessments are criterion-referenced. For developing nations, criterion-referenced assessments are certainly more useful for obtaining information regarding learner performance against set standards and/or mastery of curriculum objectives. Some examinations are hybrids, with standards set in part by considering substantive criteria but also influenced by normative (often historical) data. One example is the battery of Advanced Placement assessments in the United States.
**Test Format and Content**

Test designers may use any combination of item types, including multiple choice items, learner constructed response items (solving problems, providing short answers, writing essays), and extended work samples or portfolios. The choice is based, in part, on the appropriateness of the format for the objective to be tested and, in part, on operational issues such as timing and cost. Multiple choice items can be scored much more cheaply (particularly if the scoring is done mechanically) than items that require some degree of human judgment. In addition, learners can usually respond to a larger number of multiple choice items in a given amount of time, so that tests incorporating more of these items tend to give more consistent results.

Test designers must also consider the kinds of cognitive demands elicited by different kinds of items. While it is easy to write items that require factual recall or rote application of procedures, it is more difficult to devise items that demand reasoning, argumentation, and integration. While multiple choice items can be used to test some “higher order skills,” many other skills can only be probed by formats that require the learner to produce an uncued response.

**Aspects of Technical Quality**

The purpose of any assessment is to provide information, which is usually used to support a decision of some sort. By a currently accepted definition, “Validity is an integrated evaluative judgment of the degree to which empirical evidence and theoretical rationales support the adequacy and appropriate-ness of inferences and actions based on test scores or other modes of assessment” (Messick, 1989: 13).

This definition requires that both developers of assessment instruments and users of assessment results marshal theoretical and empirical arguments to justify a particular application. One does not validate an assessment per se, but, rather, the inferences and implications for action in a specific setting. Thus, the use of an assessment may be quite defensible in one situation but the use of the same assessment – even with the same population – may be problematic in another situation. As we indicated earlier, an assessment that is used to confer high school diplomas may not be suitable for deciding which learners should be admitted to a highly selective college.

From a theoretical perspective, the two main threats to test validity are construct underrepresentation and construct-irrelevant variance (Messick, 1989). As its name suggests, the former refers to a situation in which the assessment does not adequately or fully capture those measurable qualities generally associated by test users with the target construct. For example, if the target construct is general writing ability, then an assessment that requires the learner to write a single essay on a general topic and to complete a set of multiple choice items that focus on grammar would suffer from construct underrepresentation. Construct-irrelevant variance arises when one or more of the sources of systematic (i.e., non-random) individual differences in scores are not closely related to the target construct. To carry the example above a bit further, suppose the learners were required to type their essays
using a word processor. If some fraction of the learners had negligible experience with the technology while the rest were quite comfortable with it as a result of substantial use in their schools, the scores of the first group would likely be systematically (and inappropriately) lower than those of the second, even if their writing abilities were equal on average.

These threats to construct validity must be addressed primarily through the design process, although construct-irrelevant variance can also arise through poor control of testing conditions or scoring. Maintaining the integrity of the assessment process is critical. If, for example, some learners are coached by teachers with knowledge (exact or approximate) of the content of the test or, what is worse, the learners have obtained access to the test in advance of the administration, then the validity of the test scores is undermined. This is an extreme example of how fairness is an integral aspect of validity. On the other hand, if some learners have not been exposed to the content of the test, then this differential “opportunity to learn” is a failure of equity. Another, somewhat more technical problem arises when learners who have taken different forms of a test are judged by the same standard. If the test forms have not been carefully constructed to be psychometrically parallel, one group can be advantaged relative to another. In some cases, lack of comparability can be addressed through a process termed “test equating” (Braun and Holland, 1982).

An important empirical characteristic of any assessment is its reliability. Reliability is usually defined as the correlation between sets of scores obtained from a sample of individuals on two occasions. High reliability implies that the ranking of learners would be very similar across different administrations. Reliability is influenced by many factors, including the homogeneity of the items comprising an assessment instrument, the length of the instrument, the nature of the candidate population, and the uniformity of the testing conditions. Reliability is treated in every introductory text on measurement (e.g., Cronbach, 1990). Various extensions, including generalizability theory, are presented in summary fashion in Feldt and Brennan (1989).

There are no absolute standards for acceptable levels of reliability. In high stakes settings, reliabilities above 0.85 are considered desirable. Reliabilities below 0.7 are usually unsatisfactory. Low reliability undermines validity because it implies that a large proportion of the observed variability among scores is due to random error and, consequently, inferences made and actions taken on the basis of those scores are likely to be problematic. On the other hand, for assessments that serve formative purposes, high reliability need not be a priority.

CONSIDERATIONS FOR SECONDARY EDUCATION

Secondary education is critical to improving the quality of life in developing nations. This education sector plays a pivotal role in promoting rapid eco-

8. Test equating refers to a statistical method for adjusting raw scores on different tests forms for slight differences in difficulty.
onomic growth by preparing learners to enter the world of work or to pursue further education and training (including teacher training), and by preparing young people and at-risk-youth to participate more fully in their own socio-development and the development of society (Bregman and Stallmeister, 2001; Bhuwanee, 2001). However, despite the key role of secondary education systems, minimal attention has been paid to this sector in the past few years; instead, greater emphases have been placed on the primary and higher education levels of the system (Lewin and Caillods, 2001).

By their very nature, secondary schools face greater challenges than primary schools, given the need for learners at the secondary level to move beyond standard academic content to the acquisition of relevant competencies and skills that would better prepare them to function in society. The real challenge is to incorporate relevant knowledge, skills, and experience into the learning and teaching process in a manner that will address the country’s specific growth and development needs. This alone is a daunting task for any nation, one that many developed nations also struggle with. Fortunately, a great deal of thought and a fair amount of work has already been devoted to meeting this challenge.

For example, the OECD project on the Definition and Selection of Competencies (Rychen and Salganik, 2003), the Equipped for the Future content standards (Stein, 2000), and the publication on Linking School and Work (Jenkins, 1996; Resnick and Wirt, 1996) provide a number of possible frameworks and examples to address a range of competencies that can require high levels of skills and expertise. These efforts represent valuable sources of ideas, examples, and information that can, at the very least, serve as starting points for addressing the specific challenges facing many developing nations in providing learners with skills appropriate to their society’s needs.

Another source of materials and expertise can be found in the national assessments or public examinations conducted by developed countries. For example, in the United States, the National Assessment of Educational Progress (NAEP) is administered to samples of learners in the fourth, eighth, and twelfth grades (Horkay, 1999). The U.S. Department of Education makes available subject frameworks, test items, scoring rubrics, and informational materials for teachers. Similar materials are available from the local examination syndicates in the United Kingdom and (presumably) the testing authorities in other nations as well. At the upper secondary level, the High Schools that Work initiative (Kaufman, Bradby, and Teitelbaum, 2000) focuses on improving the academic skills of U.S. students on the vocational track. Concerns about preparing learners for the world of work and the school-to-work transition are longstanding (Secretary’s Commission on Achieving Necessary Skills, 1992; Resnick and Wirt, 1996). We have already mentioned the related activities subsumed under the Equipped for the Future effort (Stein, 2000). For a European perspective, see Jenkins (1996). The point is that, with some diligence, developing nations can harvest guides, frameworks, and materials that can help them to jumpstart their education reform planning and, especially, their assessment strategies. Of course, these
resources cannot be simply translated and put to use—a process of critical review, adaptation, and innovation is required. Such a process, especially if it involves diverse stakeholders, can be valuable in itself as an important element of a capacity-building program.

Success in expanding the primary education sector has led to a massive increase in the numbers of learners seeking enrollment at the next level. This section focuses on issues in the secondary education sector that can be addressed by assessment within the framework of AQEE. The information presented is based primarily on our review of developing African countries, although we cite examples from other developing nations. We also offer some suggestions for how assessment can play a stronger and more constructive role in achieving the goals of AQEE.

**What is Being Assessed?**

Across the secondary school systems of the developing nations that we surveyed, we found both differences and similarities in what was assessed and how the assessments were conducted. The configuration of assessment practices in different countries naturally depended on how the education systems were structured, as well as the nature and delivery of the curriculum. In the countries surveyed, we found the following:

- Secondary education offers between five and six years of schooling, generally divided into lower secondary (grades seven to nine) and upper secondary (grades ten to twelve).
- In all countries, learners were offered the options of academic, technical, and/or vocational tracks.
- A core curriculum usually includes languages, mathematics, and science, and learners are generally allowed to select additional subjects.
- Some countries specify standards or levels (e.g., the minimum levels of learning in India), while others have no specifications regarding what learners should achieve.
- Criteria for entrance to secondary school vary substantially. In many countries (e.g., South Africa), assessment results from primary schools are used. In some (e.g., Senegal), the results of national examinations at the end of primary school are used, while in others (e.g., Columbia), secondary schools administer their own entrance exams.
- Exit exams are administered at the end of secondary school in all countries surveyed, generally leading to certification. These exams may be administered by the education ministry (e.g., Brazil, China, India, South Africa), by a regional examination board (e.g., the members of the West African Examinations Council—Ghana, Liberia, Nigeria, Sierra Leone, and The Gambia), or outsourced to an international examination board (e.g., Mauritius).

9. Countries surveyed are: Brazil, Chile, China, Columbia, Cuba, India, Indonesia, Jordan, Mauritius, Mexico, Morocco, Senegal, South Africa, Uganda, Vietnam. Refer to the section on country-level landscapes for more detail.
• In all countries, assessment is used primarily for selection of learners into the next grade, while in some countries (e.g., Cuba) assessment is also used for placement of learners into specific programs, such as academic or technical tracks.

• Entrance into higher education institutions also varies among countries. In some countries, school leaving certificates are used for entrance into higher education institutions (e.g., South Africa), while in other countries universities administer their own entrance examinations (e.g., Brazil) or use national entrance examinations (e.g., China). In many countries, additional requirements are often imposed by some universities, or even by faculties or departments within the universities.

Factors Influencing Assessment Practices at the Secondary Education Level

The secondary education sector of many developing nations can be characterized by inappropriate policies, an inexperienced teaching force, inadequate facilities and limited human and financial resources to effect change, relatively low enrollment rates, inappropriate and inadequate systems and structures to address current needs, and examination systems that have a significant impact on the career paths of learners (Bregman and Stallmeister, 2001; Bhuwanee, 2001; Holsinger and Cowell, 2000; Monyooe and Kanjee, 2001). We address each of these six factors below.

Inappropriate policies. In most developing countries, assessment policies (practices) focus primarily on examinations with little or no emphasis on classroom assessment or on monitoring and evaluation of the system (Kellaghan and Greaney, 2001). In instances where specific assessment policies do exist, inadequate attention has been accorded to the impact of assessment on the system. For example, in Chile, where the conduct of national assessments has been a consistent policy of the government for many decades, Schiefelbein (1993) notes that these assessments have not created any improvement in the education system. In South Africa, the implementation of outcomes-based education created greater obstacles for teachers, instead of improving the teaching and learning environment. Fortunately, however, this situation was rectified after the Ministry of Education enacted new policies based on the recommendation of a committee empowered to review the implementation of the new curriculum (DoE, 2000). As Obanya (personal communication, 7 May 2004) argues, we have to consider appropriate policy development and the quality of policy implementation in order to improve our education systems.

Inexperienced teaching force. The shortage of qualified and experienced teachers, as well as the low morale and motivation of the teaching force, has been cited as the key factor for the low performance of the education systems in many developing nations (Bregman and Stallmeister, 2001). The implementation of effective teacher development programs, regarded as vital for improvement in the provision of quality education, has been a characteristic of many systems in the last decade. For example, teacher development comprised a critical feature of the education reform initiatives enacted in 1996 in
Brazil (Guimaraes de Castro, 2001b). Similarly, in Indonesia, the government launched a national in-service training program for primary school teachers using the Open University (Moegiadi and Jiyono, 1994).

A key focus of these training programs should be the use of appropriate assessment practices in the classroom and for examination purposes, because most teachers are able neither to conduct adequate assessments in their daily interactions with learners nor to design tests for end-of-year examination or certification purposes. However, limited information is available regarding the content of many teacher development programs.

In South Africa, training programs on the use of Assessment Resource Banks (ARB) to improve teaching have yielded highly successful outcomes (Kanjee, 2003). The ARB comprised a series of assessment tasks, each of which included: 1) the relevant curriculum outcome and assessment standard, 2) assessment items to assess learner performance against specific standards, 3) scoring criteria along with information on interpretation of scores, and 4) a framework for recording scores. Teachers were trained to use the ARB to identify learner strengths and weaknesses, develop relevant intervention programs for specific learners, and record and monitor learner progress. An unintended result was that teachers also used the resource banks for developing lesson plans, writing their own items, and setting homework exercises, indications that the ARB can perhaps be used in teacher development programs.

The lack of proper appraisal systems also contributes to the poor state of teacher qualifications. Appraisal systems focus on evaluating the ability of the teacher to perform his/her job and should, in principle, include teacher competency tests. The application of appraisal systems is vital for recognizing the contributions of individual teachers, rewarding the better teachers while also identifying teachers in need of assistance. Appraisal systems, however, are a contentious issue and are extremely difficult to implement. If these systems are to work, there has to be a consensus on their use by all stakeholders. The system should be based on fair assessment principles and not used for punitive purposes. In Colombia, for example, strong opposition by teacher unions has stymied attempts to introduce such systems (Guzman, personal communication, September 2003).

Inadequate facilities, limited human and financial resources. The lack of adequate facilities and human resources in the education system has had deleterious consequences for many developing nations, and will continue to do so in the near future. For example, the need for more qualified teachers in a number of disciplines adds a burden to the secondary education sector beyond that found in the primary sector. In addition, the education systems of many developing nations are characterized by limited capacity to obtain relevant information for identifying areas in need of intervention, as well as limited financial resources to effect any required change.

In these instances, the use of assessment should be recognized as both a cost effective and efficient way to obtain relevant information pertaining to aspects of AQEE and to identify appropriate interventions for improving both policy and practice. For example, in the MLA Africa study, Chinapah et al.
(2000) focused on reporting disparities within countries regarding gender, location (urban/rural), and school type (private/public), rather than on ranking countries by their national mean scores, and on reporting the various factors influencing learner performance in each country. For many countries, this report highlighted areas in need of intervention, information that could be used by policy makers to effect change. Of course, the availability of relevant and useful information does not necessarily mean that the information will be employed in practice.

Technical expertise in conducting such studies is essential to obtaining relevant and reliable information. Assistance and, in some instances, funding to participate in regional or international studies (i.e., MLA, SACMEQ, TIMSS, PISA), is readily available. Most of these studies give priority to developing the capacity of participating countries, an issue we discuss in greater detail in our country-level landscapes.

Relatively low enrollment rates. In many developing nations, low secondary enrollment rates are caused by high dropout rates and limited availability of places. Although an obvious solution is to increase access, Bregman and Stallmeister (2001) note that access cannot be expanded rapidly without compromising quality, and caution that with increased access comes additional costs that many developing countries can ill afford. Among other strategies proposed to reduce expenditures, the authors argue for the improvement of internal efficiency by lowering high drop out and repetition rates in secondary schools. In this instance, assessment can be usefully applied. Teachers can be trained to use assessment practices to identify and address learner weaknesses and thus better prepare learners to progress to the next grade. On the assumption that the learners who find school interesting and relevant will not drop out, assessment can also be used to identify learner interests, which should then be incorporated in the daily interaction with learners. This is a good example of how assessment contributes to quality and efficiency, leading in part to improved access.

Inappropriate and inadequate systems and structures. The manner in which components of an education system are structured and articulated across different levels, as well as with the employment sector, affects the pathways by which learners are able to access higher and further education. These systems have to function efficiently in order to make any positive impact. However, in practice, this is difficult to attain. Bregman and Stallmeister (2001) note that support systems and education pathway links are weak or non-existent for many Sub-Saharan schools and advocate the establishment of national frameworks that would provide more rational choices of subject matter for both learners and parents. The authors also argue that the availability of national frameworks would enable learners to map their career pathways, thereby enhancing motivation and reducing dropout rates.

In South Africa, the old curriculum (under apartheid) was replaced by a new curriculum that was aligned with the new National Qualifications Framework (DoE, 1996). The new curriculum and the qualifications framework afforded greater flexibility in obtaining qualifications, allowed for the
recognition of prior learning, and encompassed both the formal and non-formal education sectors. Both initiatives required the attainment of specific standards before any qualifications could be obtained. Thus assessment practices were, and still are, critical to successful implementation, especially in regard to the recognition of prior learning and certification of adult learners. However, whether the framework will be able to address the concerns noted by Bregman and Stallmeister is yet to be determined.

At the 2001 Assessment of Mathematics and Science in Africa (AMASA) meeting, participants representing twelve African countries also advocated for the implementation of changes to the assessment system (Monyooe and Kanjee, 2001). Participants noted that the assessment systems in their countries were limited by their focus on selection for the next level of schooling, certification of learners, and the ranking of schools. The participants strongly recommended that assessment systems ought to facilitate effective teaching and learning, diagnose and evaluate the extent to which the countries’ educational goals were being met, and direct learners into areas of further study for full self-development. This recommendation attests to the increasing recognition of the potential of assessment to play a stronger role in education reform and to support teachers in improving learning by providing timely and relevant information.

Examination systems. Public examinations play a critical role in determining the career paths of learners in most developing nations. These examinations are used primarily to select learners into the secondary or higher education sector and have a powerful effect on the education system (UNESCO, 2000b). Given the central and critical role of examinations, desirable improvements to the system can possibly be effected through the exam system. As noted by Noah and Eckstein (1992a), changes in examinations have been used as levers to promote change in education and society, to reform the curriculum, to shift effective control of the system away from—or toward—the center, and to achieve specific political goals. Examinations systems can also be used for accountability purposes and for improving the quality of education, especially if the exams replicate what is required in the classroom.

For example, in South Africa, a school-based assessment approach is being used to certify learners at the end of compulsory education (DOE, 2002). This system, known as the Common Tasks of Assessment (CTA) is administered to all ninth grade learners in all subject areas. The assessments are conducted over a number of days for each subject and include standardized as well as performance assessment tasks that encompass a range of appropriate and relevant assessment techniques and activities. The final grades of learners are determined by both their performances throughout the year, as summarized by end-of-year marks, and their performances on the final CTA examination. However, Kellaghan and Greaney (1992) note that public examinations intended to raise quality cannot be the same as those for selection, as the latter generally do not take account of the needs of the majority of learners who are not proceeding to the next level.
Prospects

The establishment of an effective education system, and the accompanying assessment system, to adequately address both the needs of different learners and long term societal requirements is extremely difficult to achieve and requires vast resources. This problem besets education systems in both developing and developed nations. It is especially acute at the secondary level because of the diverse needs and interests of learners. In attempting to address this challenge, Murnane and Levy (1996) argue for restructuring the education system for the teaching of the “new basic skills” to prepare learners to meet the needs of a changing economy. The authors suggest three sets of skills: 1) “hard skills” that include basic mathematics, problem solving, and high level reading; 2) “soft skills” that include the ability to work in groups and to make effective oral and written presentations; and 3) the ability to use personal computers to carry out simple tasks. However, the viability of these suggestions has yet to be demonstrated in practice.

ONGOING CONCERNS

The problematic characteristics of both the technical and substantive aspects of assessments (especially examinations) are a persistent problem in the developing world. The questionable quality of the data collected through the use of unreliable instruments or mediocre administration procedures leads to system inefficiencies and to cynicism among stakeholders. This cynicism is deepened when the integrity of the assessment system is compromised, a widespread phenomenon in many countries. In this section, we highlight a few aspects of assessment that are of particular concern.

One significant difficulty in assessment involves communicating assessment data so that all stakeholders—from education ministry officials to school staff to parents—can make effective use of the results. Although the primary technical goal in test construction is to design instruments that provide valid and reliable data, turning that data into understandable and useable information requires very different skills and is rarely done well, even in the developed world. Yet, without this last step, the potential for assessment to drive system improvements is seriously compromised. These difficulties are exacerbated in some contexts by the natural reluctance of officials at all levels to disseminate information that may reflect poorly on their performance.

Unfortunately, most assessments now in place, especially national assessments in language arts, math, and science, provide little or no information on whether learners have acquired the skills required to function effectively in society. An assessment system should have the capacity to yield information on a broad range of competencies that mark learners as contributing members of their communities. To this end, the relevant competencies should be specified in the curriculum, assessments frameworks, and test specifications. For example, the OECD specified the mathematical, reading, and scientific literacy competencies that young adults (fifteen year olds) should acquire, and
implemented a cross national study, PISA, to assess whether these young adults were prepared to meet the challenges of today’s knowledge society (OECD, 2000). In the United States, the National Institute for Literacy has developed comprehensive standards for adult learners that focus on the following four categories: communication skills, decision-making skills, interpersonal skills, and lifelong learning skills (Stein, 2000). These studies and experiences could prove useful for developing nations to the extent that relevant information can be adapted to the specific context of their learners and their communities.

The cost of developing assessment systems is a critical factor for most decision makers in developing nations. Although there is little debate on the need and value of examinations, the decision to fund national assessments, especially in education systems that lack basic resources, e.g., textbooks or classroom furniture, is extremely difficult to make. A lack of information regarding cost and benefits complicates this decision (Kellaghan and Greaney, 2001; Levin, personal communication, 28 January 2004). In this context, Kellaghan and Greaney (1996) argue that unless decision makers are able to articulate how investments in national assessments will benefit the education system as a whole, resources might be better utilized for other activities.

Of course, there are other sources of unfairness. Inequities in opportunity to learn among different groups are reflected in corresponding disparities in performance (Chinapah, 2000). In some countries, especially those with many language groups, inequities can be exacerbated when the language of instruction and/or assessment is not the learner’s native tongue (CAL, 2001). Learners who are more familiar with the language of instruction and assessment will be at considerable advantage. Education systems in countries comprising multiple language communities require greater resources to adequately address the needs of all learners. The technical difficulties in conducting an assessment (especially at the national level, although classroom assessment practices are also affected) increase in this context, as do the possibilities for unfairness. All instruments need to be translated into one or more languages without undue bias against any group, additional analyses are required, and reports must be published in multiple languages. In South Africa, the Grade 3 Systemic Evaluation (national assessment) study was administered in all eleven official languages, as instruction at that level is provided in all of the official languages (DOE, 2003). However, in some countries this may not be possible or feasible. For example, in Papua New Guinea, there are approximately 850 spoken languages of which about 500 are written. In practice, there may be no alternative to the use of a single language but there are ways to mitigate some of the difficulties associated with testing (see Heyneman and Ransom, 1990).

Finally, it bears repeating that high stakes tests can lead to unwanted consequences such as a narrowing of the curriculum and an undue emphasis on test preparation. This is particularly harmful when the learner cohort is heterogeneous with respect to goals. An earlier and more serious narrowing of the curriculum may have already occurred when, for example, schools chose
to focus on academic disciplines to the exclusion of more practical subjects, such as typing or woodwork, that are of interest and value to substantial numbers of learners. Ideally, separate examinations should be set for different purposes, but this is usually not practical for developing nations.

CONSTRAINTS ON IMPROVING ASSESSMENT

Any initiative undertaken to improve assessment practice must take account of the formal assessments that are currently in use. Although there is wide variation in both the quality of these assessments and how well they support broad educational improvement, each performs a useful function (at least to some degree), relies on existing capacity, and has some constituency that favors its continued employment. In general, any changes in an assessment system must take into account the broader education transformation agenda of the system and have the support of key constituencies, especially education department officials and teachers.

The proposed introduction of a new school leaving examination, for example, must consider not only how it might influence instruction (an important criterion for systemic validity) but also how it will perform the functions of the current examination. With respect to the latter point, the success of the proposal will depend on its impact “downstream” as well as the potential political repercussions. Heyneman and Ransom (1990) give an example of a failed attempt in Sri Lanka to eliminate the selection function of existing secondary school examinations in favor of the use of a new battery that was better aligned with a new curriculum. Opposition by some universities and the general public forced the government to reverse its decision.

In many countries, attempts at improvement are limited by lack of expertise and inadequate infrastructure. Lack of experience is often accompanied by underestimation of the complexity of the systems and the resources required to support testing functions such as design, development, administration, scoring, analysis, and reporting. Expertise needed in these areas can often be borrowed or bought. Internal capacity, on the other hand, is best built through collegial relationships with assessment professionals in other developing nations and with international experts. Fortunately, a number of successful programs are building needed capacity, even under less than ideal circumstances. Some operate under the auspices of the MLA program. For example, a handbook published by UNESCO (Chinapah, 1997) provides guidance on test and questionnaire design as well as various data analysis methodologies. Relevant activities associated with SACMEQ, PASEC, the Laboratorio, as well as the various IEA studies (TIMSS, PIRLS), have also contributed to the diffusion of expertise among member nations. These and similar initiatives contribute to enhancing the professionalism of testing agency staff.

However successful these efforts may be, corresponding improvements in classroom instruction and learning depend on conveying information back to schools and enhancing the capacity of teachers to make use of this information. Improving classroom-based assessment will probably prove more refrac-
tory, because it is so closely tied to the complexities of teacher education and in-service training. Cost is also a perennial problem. Budgets directed specifically at assessment are usually meager and focused on high stakes examinations. Building systemically valid assessments will require substantial additional expenditures. Although some of the required funds could be obtained through targeted grants, we believe the best strategy is to strengthen the connections between assessment and instruction. In the long run, this will permit instructional budgets to be used to support assessment improvement as well.

ROLE OF TECHNOLOGY

There is general agreement that the convergence of computers, multimedia, and broadband communication networks will have a substantial impact on education. In many developed countries, enormous sums have been expended on hardware and software, but evaluations of the consequences for learning have been mixed (Institute for Higher Education Policy, 1999; Angrist and Lavy, 2002). In speaking of the situation in the United States, Braun argues:

[T]he core functions in most educational systems have not been much affected [by technology]. The reasons include the pace at which technology has been introduced into schools, the organization of technology resources (e.g., computer labs), poor technical support and lack of appropriate professional development for teachers. Accordingly, schools are more likely to introduce applications courses (e.g., word processing, spreadsheets) or “drill-and-kill” activities rather than finding imaginative ways of incorporating technology into classroom practice. While there are certainly many fine examples of using technology to enhance motivation and improve learning, very few have been scaled up to an appreciable degree (2003: 267).

The prospects for developing countries must certainly be dimmer, given the greater disadvantages under which they labor. In seeking ways to apply technology, it will generally be wise to resist the blandishments of complexity in favor of the charms of simplicity. At the same time, specific technological advances such as wireless Internet connections have the potential to greatly enhance access to content and expertise, with implications for both teacher professional development and student learning.

Undoubtedly, the priority for technology investments will be to support instruction. Technology can also be used to enhance the practice of assessment, through the training of teachers in formative assessment and the interpretation of the learner’s work. Assessment specialists can also benefit from improved training and access to the latest software. Postlethwaite (private communication, 15 October 2002) cites an example of how staff at the International Institute of Educational Planning (IIEP) in Paris were able to train staff in Vietnam in sampling, data entry, and data cleaning through a series of video conferences. In Pakistan, UNICEF, in cooperation with a local NGO, set up a number of teacher training centers with access to the Internet.
In an analysis of technology’s impact on assessment, it is important to distinguish between direct and indirect effects. Direct effects refer to the tools and affordances that change how assessment is actually practiced, while indirect effects refer, in part, to the ways in which technology helps to shape the political and economic environment in which decisions about priorities and resource allocation take place. The technical literature, naturally enough, tends to focus on direct effects; ultimately, funding decisions often have a determining influence on the evolution of assessment. As Braun (2003: 268) points out, “…one can argue that while science and technology give rise to an infinite variety of possible assessment futures, it is the forces at play in the larger environment that determine which of these futures is actually realized.”

Significant improvements in the field of psychometrics have had a profound impact on the areas of instrument development, test analysis, and score reporting. For example, item response theory (IRT) is the underlying technology for most large-scale assessments. It allows test developers to explicitly describe the operating characteristics of individual test items and enables analysts to generate comparable scores for individuals who have possibly taken different sets of items. The latter property is crucial for large-scale assessments, such as cross-national surveys that seek to cover broad domains while keeping individual testing time to a minimum, or for computer adaptive tests that are intended to efficiently determine an individual’s level of achievement (see Hambleton et al., 1991 for an overview of IRT, and Wainer et al., 2000 for an overview of Computerized Adaptive Testing).

The consequences have been significant improvements both in the quality and range of the information collected and in the methods of reporting information and comparing trends over time. However, these studies typically require high levels of expertise and considerable experience to be successful. In this regard, technology requirements can be a constraint, especially for those nations that have little or no access to the required expertise. In addition, assessment tools and information must be made available to teachers in order to ensure maximum benefit to learners. The pursuit of more complex technologies for assessment can limit use and often results in tools and data that are psychometrically immaculate but educationally bankrupt. For many developing nations, especially those in the early stages of transforming their education systems, the critical issue is striking a balance between the use of...
sophisticated hard and soft assessment related technologies and the successful transformation of the system.

Bennett (2001) makes a strong case that rapidly evolving technology, and especially the near-ubiquity of the Internet, will have a substantial impact on testing. Indeed, he argues that it will lead to a reinvention of large-scale assessment just as it has in business practices (and other spheres of activity) around the world. The pervasiveness of technology in developing countries has already facilitated their ability to take advantage of advances in measurement and cognitive science to make testing, in all its roles, more useful and efficient. This argument is further advanced in Bennett (2001). However, he properly cautions, “The question is no longer whether assessment must incorporate technology. It is how to do it responsibly, not only to preserve the validity, fairness, utility and credibility of the measurement enterprise but, even more so, to enhance it” (Bennett, 2001: 15).

These considerations apply all the more to developing nations that can ill-afford major investments in technology that fail to yield commensurate returns. Accordingly, they have to be strategic and judicious in their planning, taking heed of the hard-won lessons learned by those nations that have gone before.

COUNTRY-LEVEL LANDSCAPES AND INTERNATIONAL INITIATIVES

This section is based on an extensive review of the education and assessment systems in a number of developing countries. For each region, we selected five countries that reflect the variety of challenges confronting that region’s education systems. We judged these countries as being fairly representative of the variation in that region, differing along such dimensions as size, population heterogeneity, and language diversity. However, we caution against making any generalizations, given the large differences in the local contexts that shape the education systems of all countries. Full reviews can be found at http://www.amacad.org/ubase.aspx.

For each country, we provide an introduction, listing relevant demographic information, details pertaining to the structure and management of the education sector in the country, as well as information on education expenditures. We then describe the assessment system, with a brief history, the current assessment capacity, and the uses of assessment within the different levels of the system. Information on those areas integral to the assessment system (i.e., teacher education and curriculum) is also provided, where available. In addition, descriptions of the various regional and international assessment initiatives that have recently been completed or are currently underway are also provided, because these initiatives comprise a critical component of the assessment system in many countries. For each initiative listed, we provide a brief overview, the objectives, areas of focus, and contact information.

10. The following countries were included in our review: (Africa) Mauritius, Morocco, Senegal, South Africa, Uganda; (Asia and Middle East) China, India, Indonesia, Jordan, Vietnam; (Latin America) Brazil, Chile, Colombia, Cuba, Mexico.
Country-level Landscapes

The review of country-level landscapes described above provides a snapshot of assessment practices and systems currently in use in developing nations and identifies best practices and highlights exemplars of initiatives that are having a positive impact. Of course, the enormous diversity in local conditions across the developing world makes it difficult to present any generic model for improving assessment systems or to present an overview of best practices. For this section, therefore, we have opted to identify four countries (presented alphabetically) that have made progress in developing their assessment systems and identify specific policies or strategies that contributed to this progress. Nonetheless, we still caution against generalizing the effectiveness of such practices to other countries.

Brazil. In Brazil, the current assessment system emerged from the government’s decision to redefine the mission of the National Institute for Educational Studies and Research. The Institute is now charged with coordinating the development of educational assessment systems and organizing the information and statistical systems to assist policymakers at all levels in making appropriate decisions (Guimaraes de Castro, 2001b). As a result, “Today there is solid consensus among authorities, educators and specialists on the relevance of assessment systems as a guide to educational reforms and, above all, to the adoption of policies to improve the quality of education” (Guimaraes de Castro, 2001b: 5).

The assessment system in Brazil is a multi-level system based on voluntary exams administered at the end of secondary school (exams which are generally used for entry into the higher education sector); national assessments at fourth, eighth, and eleventh grade conducted every other year to monitor the quality, equality, and effectiveness of the education system; and in the higher education sector, mandatory examinations for final year undergraduate students to assess the quality of selected courses.

Highlights of the Brazilian system include: 1) the creation of a single federal agency, National Institute for Educational Studies and Research (INEP), to develop and coordinate the country’s national assessment system, 2) the linking of the country’s assessment and information systems for use in monitoring policy formulation and implementation, 3) the inclusion of the higher education sector (undergraduate) as a component of the national assessment system, 4) the use of the National Secondary Education Examinations, although voluntary, to identify career choices by learners and as an alternative entrance examination by universities, and 5) participation in international assessments—i.e., the Laboratorio and PISA.

Chile. Wolff (1998) regards the assessment system in Chile as one of the most comprehensive and best-managed assessment systems in Latin America. It has served as a strong tool for implementing required reforms and has led to increasing learning. The system was conceived in 1978 as the National Program to Measure the Quality of Chilean Basic Education (SIMCE), “to help the Ministry of Education and regional and provincial authorities supervise the
education system, evaluate individual schools, and assist in teacher in-service programs” (Wolff, 1998: 6). The SIMCE program tests all fourth and eighth grade learners (i.e., census testing) in Spanish and arithmetic and 10 percent of them in natural sciences, history, and geography. Information is also collected on learner personal development and attitudes, as well as on attitudes and background of teachers and parents, and on school efficiency. Assessment takes place in alternate years and costs approximately $5 per learner.

Highlights of the Chilean program include: 1) the use of census sampling with a total estimated expenditure per year of $2 million; 2) the gradual improvement of the assessments over time (e.g., school reports are now delivered in the first month of the school year, compared to earlier assessments when reports were delivered much later); 3) the increased use of assessment results, as noted by the development of intervention programs for low performing schools, and the allocation of financial rewards to schools with high numbers of low socioeconomic learners that show significant gains in scores (though the latter has resulted in schools inflating the number of low socioeconomic learners in order to increase the possibility of showing greater gain scores); 4) massive media campaigns directed at teachers, principals, and parents regarding the purpose and use of national assessments; 5) a comprehensive strategy for disseminating results and suggestions for teachers on how to improve learner performance (including the distribution of relevant manuals and video tapes as well as the use of trained supervisors to explain results); 6) the assessment of the affective domain, i.e. self-concept, attitudes towards learning, peer and social relations, vocational orientation and values acquisition (Himmel (1996) argues that this aspect was not successful and recommends that it be dropped); 7) the categorization of schools by the typical socioeconomic level of the learner population and their administrative status (i.e., municipal, or public, subsidized private, or private), along with the reporting of schools results within the levels; and 8) participation in regional and international assessments Laboratorio (1997) and TIMSS (1999 and 2003).

Jordan. The current assessment system in Jordan was established as a result of the Examination Reform and Assessment Project (ERAP) initiated in 1995 and was supported by the British Department of International Development (DFID) in the form of technical assistance and training. It involved several different initiatives: 1) The General Secondary Education Certificate Examination, a certificate given at the end of twelfth grade, was revised to improve assessment procedures as well as the skills and expertise of teachers. The project aimed at assessing the full range of curriculum objectives, including the measurement of higher mental abilities such as analysis, evaluation, and problem-solving. 2) The new assessment system also introduced diagnostic assessments for improving the learning-teaching process, which entailed training teachers in the application and development of relevant materials. 3) The use of the “Investigation” approach by teachers was encouraged through teacher training and the preparation of relevant support materials, the development of learner skills in the areas of planning, collecting evidence, processing information, and presenting findings. 4) Achievement tests for the
tenth and eleventh grades were introduced to inform teachers and learners about the learners’ performance regarding standards of achievement and to prepare learners for the examination of the general secondary education certificate, 5) National testing was implemented to obtain information on learners’ performance in order to inform priorities regarding the curriculum, instructional materials and teaching methods. A 5 percent sample of tenth grade learners was assessed in six subjects. 6) The introduction of an assessment of practical training, which entailed the improvement of the assessment skills of vocation education teachers and the development of relevant materials.

Highlights of the ERAP included: 1) the use of external expertise for technical assistance and training in developing the assessment system, 2) the focus on classroom assessment and the learning and teaching process in the form of diagnostic testing and implementation of the “investigation” approach, 3) the emphasis on the vocational education sector as an integral part of the system, and 4) participation in regional and international assessments including TIMSS (1999 and 2003), and the International Assessment of Educational Progress (IAEP II) in 1991.

Mauritius. The major reforms impacting the current assessment system in Mauritius date back to the 1980s, with the introduction of the Certificate of Primary Education system (Dansingani, 2001). In 1993, Essential and Desired Learning Competencies were introduced in primary schools as part of the curriculum reform, laying the groundwork for a mechanism for setting minimum and “higher order” standards. Dansingani (2001) notes, however, that these reforms have led to a massive failure rate (one out of every three learners). Recent reforms introduced by the ministry (Ministry of Education and Scientific Research, 2004) in primary schools focus on the implementation of a National Literacy and Numeracy Strategy to improve the teaching of literacy and numeracy as well as learner performance. A key feature of this strategy is the provision of diagnostic tools (developed jointly by the Mauritius Examinations Syndicate (MES) and Mauritius Institute for Education) to assist teachers in the early identification of learner problems.

Currently the MES, the national examination body, administers all examinations conducted in the country. These include the following (International Bureau of Education, 2001): the Certificate of Primary Education, which is a national examination administered at the end of primary schooling, i.e., Standard (Grade), used by learners for entry into secondary schools; the High School Certificate, a national examination administered at the end of high school to certify completion of formal schooling that is also used for selection into the higher education sector; and the Cambridge School Certificate, an external examination administered in collaboration with the University of Cambridge Local Examination Syndicate for those learners intending to obtain an internationally recognized certificate and thereby gain entry into overseas universities. The MES is also responsible for the administration of various technical and vocational examinations as well as professional examinations for more than fifty bodies.
Highlights include: 1) the use of examination results (i.e., all the certification exams) by the MES to identify weaknesses in the performance of learners and the provision of information to all stakeholders in order to promote relevant reform, 2) the ranking of learners based on their performance on the Certificate of Primary Education, currently under review with the intention of eliminating the practice of ranking learners, 3) the use of both national and international examinations to certify learners’ completion of formal schooling, intended to allow Mauritians easier access into foreign universities, 4) the identification of Essential and Desired Learning Competencies as a mechanism for improving the learning and teaching process, 5) the provision of “standardized” diagnostic instruments for numeracy and literacy to assist teachers in detecting learning difficulties, and 6) participation in SACMEQ (1998, 2002) and MLA (1994, 1999) studies.

Current Regional/International Initiatives

This section offers an overview of current and recent assessment initiatives that have been undertaken at a regional or international level, and provides a guide to additional resources to those persons interested in conducting similar studies. The regional/international initiatives we identified are those studies, consortia, and/or projects currently in progress (or recently completed) that advocated for the use of assessment as a means of promoting educational change. The initiatives we report on are neither a comprehensive catalog nor a representative sample of all such studies. Rather, we selected regional and international initiatives that highlight specific issues, including curriculum coverage, technical approach, capacity development, and reporting practices.

In our review of the literature pertaining to the studies, we noted that all international/regional studies sought to provide countries with relevant information for use by policy makers. However the underlying philosophies and/or approaches varied between and within the different projects depending on circumstances. These approaches can be categorized as follows:

- Emphasis on meeting the highest technical standards (which often means the use of the latest and most sophisticated techniques, methodologies, and software) versus using simpler and more cost-effective approaches to obtain relevant and useful data for the countries involved;
- Use of the curriculum as a basis for assessing learner performance versus assessment of general competencies; and
- Greater emphasis on local capacity development versus attaining project milestones and completion of reports.

In the last decade, an increasing number of countries have begun conducting their own national assessments as well as participating in international assessments (Beaton et al., 1999; Benveniste, 2002). There is limited information on the how these studies have influenced the various national education systems and the cost-benefit tradeoffs (Kellaghan and Greaney, 2001; Levin, personal communication, 28 January 2004). In his study on the reaction of participating countries to the TIMSS 1995 results, Macnab (2000:
12) concludes that while the results of TIMSS study provided participating countries with a valuable opportunity for instituting required reforms, “not all the countries made use of this opportunity; of those that did, not all were prepared to accept what was revealed; and that among those who did accept the verdict of TIMSS, there was not agreement as to the nature and depth of the changes required.”

For many countries participating in an international assessment, the most significant benefit, besides the availability of additional information, is the access these studies provide to technical skills and expertise and the opportunity for capacity development. This is especially true for those initiatives where capacity building and sharing is noted as one of the primary objectives, e.g., MLA, SACMEQ, and PASEC (UNESCO, 2000b). Other studies (e.g., the Laboratorio, TIMSS, PIRLS) also provide significant opportunities for professional development, even though capacity building is not a specified objective.

Over the last twenty years, the number and scope of international assessments has increased dramatically, with greater participation by developing nations (Johnson, 1999; Martin et al., 2000). Along with this expansion, there has been significant improvement in the assessment design and methodologies employed, with greater attention paid to capacity development. These studies have also gained greater prominence in many countries and, accordingly, have generally improved the policy discourse. This is not surprising given that international assessments not only provide valuable comparative information but also allow participating countries to benefit from each others’ experiences. Results from these studies provide additional insights that would be difficult to obtain from national surveys alone, and are generally viewed as more authoritative than within-country research by both the general public and policy makers (O’Leary, Madaus, and Beaton, 2001; Porter and Gamoran, 2002).

Although there are clear benefits to participation in international surveys, they also bring various challenges that countries should recognize. The most significant issue for policy makers is the degree to which information derived from these studies is relevant to the national context. The actual value of the study will depend not only on the quality of the data but also on the capacity of the country to effectively use the data (Johnson, 1999). Given the large variation in AQEE of participating countries, “the value of international studies may lie more in their potential for generating hypotheses about causal explanations than in their use for testing hypotheses” (Porter and Gamoran, 2002: 15). That is, findings from international studies may only highlight specific issues that would require further investigation by participating countries. Thus, policy makers should understand that participation is only the first step toward developing evidence-based education policy. For example, countries could leverage the experiences and expertise available internationally to mine existing data and develop new assessments in order to generate more detailed in-country information that could be useful to both policy makers and school personnel.
SUMMARY

In this paper we have identified four essential attributes of an education system—Access, Quality, Efficiency, and Equity—and a general criterion, systemic validity, which addresses the question of whether assessment strategies and instruments contribute constructively toward more fully realizing one or more of the four attributes. After describing different kinds of assessments, as well as the variety of roles assessment can play, we considered a number of relevant issues—from technical aspects of testing to obstacles to improving the quality and efficacy of assessment in developing nations. Specifically, we have recognized that those who would improve secondary education confront special challenges. These are related to the broader curriculum and the greater variety of desired outcomes at that level, both of which contribute to a substantial, and sometimes enormous, gap between needed and available capacity. In particular, current assessments typically take the form of public examinations in academic subjects for high school leaving and/or entrance to tertiary education, while many other possible functions are left unfulfilled.

Our presentation concluded with a number of case studies of assessment practices in selected countries. The general picture we drew shows that each country employs a range of assessments in various formats and settings but that, in many respects, the assessment systems do not function optimally. Our review indicates that there has been a global trend toward greater use of assessment. Increasingly, countries are conducting national assessments with the express purpose of obtaining information to improve the quality of education. Concurrently, the range and scope of public examinations are expanding and they continue to dominate the assessment landscape. The principal role of assessment is, still, to determine learner advancement and the awarding of qualifications.

Our case studies were accompanied by descriptions of a number of regional or international efforts. Over the last decade there has been a marked increase in the range and frequency of international assessments spearheaded by both regional initiatives (e.g., SACMEQ, Laboratorio) and international organizations (e.g., IEA, UNESCO/UNICEF, OECD). The results typically have confirmed worries about the low levels of achievement attained by learners in the developing nations. The UNESCO/UNICEF studies and regional initiatives have usually focused on developing nations, with capacity development as one of the primary objectives. In the IEA studies (TIMSS, PIRLS) and OECD studies (PISA) on the other hand, participants are mainly drawn from among the more developed nations, although a number of developing nations have also taken part. Although professional development is not specified as a primary objective, there is evidence that most developing nations have benefited from participation (Elley, 2002), which is often funded by third parties such as the World Bank. Elley argues that continued support is warranted in view of the quality of the data obtained, the concomitant increase in technical capacity, and the opportunity (seized by some countries) to introduce policy reforms grounded in evidence of the comparative weakness of their education systems.
The growing global prominence of assessment has led to considerable investments in establishing improved assessment systems. A number of developed nations or jurisdictions (e.g., United States, England, and Wales) have embarked on ambitious assessment programs to spearhead and reflect education reform strategies. They have recognized the need to build assessment capacity at all levels of the system and look to international assessments to provide external benchmarks to evaluate their progress. We can expect developing nations to follow suit, though at a decidedly slower pace.

At this stage, there is a generally favorable opinion on the value of participation in international assessments. A balanced analysis is provided by Rowan (2002), who indicates some of the issues that arise when developed nations attempt to use assessment results to inform policy. He and other commentators note the unfortunate tendency to focus on the “league tables” that present country-level rankings, when there is equal or greater value in the careful examination of within country differences and patterns. Johnson (1999) addresses similar issues from the perspective of developing nations. She is generally supportive of their participation, although she does indicate some of the technical and logistical obstacles they face and, more to the point, the difficulties they have in making good use of the information gleaned from the raw data.

In the literature on national and international assessments we have reviewed, there is only passing mention—and almost no serious discussion—of the use of classroom assessments and even less on the inclusion of assessment techniques in either teacher training curricula or teacher professional development programs. (In part, this may be due to the difficulty in obtaining such information from publicly available documents.) Undoubtedly, there has been insufficient attention to helping teachers to use assessment results effectively. For example, diagnostic feedback is not very common, so that test data are not often used to guide improvements in teaching and to enhance learning. This is unfortunate because there is an emerging consensus that formative assessment can be a powerful, cost-effective tool for improving teacher effectiveness (Black and Wiliam, 1998).

We argue, therefore, that there are good reasons for developing nations, and the organizations that assist them, to develop coordinated strategies that will enable these countries to more fully exploit the power of assessment to strengthen their education systems. The next and final section presents some thoughts on the matter.

STRATEGIES FOR MOVING FORWARD

We begin with the premise that essentially all nations seek to enhance their education systems and most consider assessment a legitimate and potentially useful tool in the improvement process. We readily admit that focusing on assessment alone can have only a modest positive impact: meaningful and substantial education reform requires sustained and coordinated changes in all system components. At the same time, risking the accusation of acting like
the person with a hammer who sees a world full of nails, we strongly believe that assessment, broadly conceived, should be more prominent in discussions of serious education reform.

A first step is to cultivate among all stakeholders (politicians, policy-makers, education bureaucrats, principals, teachers, and parents) a deeper appreciation of the power and cost-effectiveness of assessment. This requires a comprehensive framework to structure discussions about assessment and assessment capacity, as well as case studies that document the (favorable) returns on investment (ROI) yielded by well-planned investments in assessment, often as part of a broader education reform initiative. This is essential to generating needed support for strengthening and reforming assessment so that it can in fact play a more productive role in education improvement.

We believe that the four goals of Access, Quality, Efficiency, and Equity, together with the criterion of systemic validity, offer a starting point for a useful framework. In principle, they can be used to conduct meaningful prospective evaluations of assessment and other education-related reforms. Of course, documenting ROI is very difficult (Levin and McEwen, 2001) and the calculations are necessarily crude. Nonetheless, a start can be made, and as randomized control trials become more prevalent in education policy initiatives, the empirical base for such calculations will become firmer.

To the extent that rational policy development with respect to assessment is consistent with trying to increase systemic validity, nations face a multi-level design problem of great complexity, with goals and constraints at each level. The prerequisites for even a modicum of success are clarity, coherence, and consistency. By clarity we mean that the goals of education at each level, as well as the links between those goals and the relevant assessments, must be explicit, and that the results must be meaningful to all interested parties. By coherence we mean that the assessments at the different levels must articulate properly with one another. Finally, by consistency we mean that the development, implementation, and evolution of the assessment system must be carried out in a disciplined manner over a substantial period of time, at least five to ten years. These are difficult enough to realize for any nation, in the face of the usual bureaucratic inertia and the opposition of entrenched interests. For developing nations, such difficulties are often magnified by other social, economic, and political challenges—not to mention the problem of allocating adequate resources to the education sector.

It is critical to focus on generating more and higher quality data, and then turning those data into the information relevant to improving learning. This will require systematic planning leading to changes in assessment design, development, and reporting. Equally important, the capacity of the system to absorb and use those data effectively must also be enhanced. Among other things, this will involve extensive training of all professionals in the system, with special attention to teachers. As we have argued before, helping teachers to use classroom-based assessments and information from national assessments more effectively can contribute both to their subject matter knowledge and their pedagogy. A number of studies demonstrate that teacher profes-
sional development centered on evaluating the work of learners and reflecting on what is valued can be a powerful lever for change (Black and Wiliam, 1998; Wiliam, Lee, Harrison, and Black, 2004).

In addition to such training, the education system (at the school, district, and regional levels) must develop the communication channels, feedback mechanisms, and protocols that characterize data-driven organizations. These are well established in England (Olson, 2004). In the United States, there are a number of efforts focused on helping schools collect, organize, interpret, and use data effectively both for short- and long-term planning. Some, like the “Baldrige in Education Initiative,” are modeled on similar undertakings in the corporate world. Their approach to school improvement relies heavily on information generated from assessments and is being used in many school districts across the United States. Other similar initiatives include the “School Information Partnership” and “Just for the Kids.” Many related ideas and interesting examples can be found in Senge (2000).

However appealing in principle these data-driven ideas may be, there is no substitute for understanding the political, cultural, social, and commercial context of the hoped for changes at the various levels. Without sensitivity to context, no strategy is likely to be successful. For this reason alone, we expect that regional collaborations like the Laboratorio and SACMEQ, as well as international studies that account for local context, will have a continuing and critical role to play in this effort.

We have already mentioned the extensive participation of developing nations in the UNESCO initiatives and their increasing, but still sporadic, involvement in such international studies as TIMSS, PISA, and PIRLS. Both Johnson (1999) and Elley (2002) discuss the benefits and challenges that developing nations face. Rowan (2002) provides an excellent general treatment, although it is largely focused on the U.S. perspective. Although we acknowledge that many developing nations can indeed derive substantial value from full participation, we contend that for many others such participation may be of limited utility at this time, given the modest absorptive capacity of their systems. As an alternative, we suggest that the world community should encourage nations in the latter group to develop a strategic plan leading to full participation only after a number of years.

Participation in international studies is essentially a political decision and is not taken lightly, in part because of concern about the consequences of poor performance. One possibility is that nations could apply to join a study consortium as an “associate,” with the opportunity to participate in the planning and test development, and then to administer the assessment with a primary focus on addressing specific national issues, as opposed to meeting international criteria. For example, experienced teachers could participate (informally) as part of a professional development program. The results of such a “toe-in-the-water” approach, along with the adaptation of ancillary materials generated by the consortium, could then be used to strengthen curriculum and instruction. Over time, participation could be expanded until the internationally stipulated criteria are reached.
Another possibility is to harness existing networks to take advantage of the valuable resources associated with these international studies. For example, in Africa, a group of nations under the aegis of the International Institute for Capacity-Building in Africa (the AMASA initiative) could organize itself to replicate some aspects of a study, again with a view to building capacity in an incremental but sustainable manner. It could draw on the relevant materials (ordinarily freely available) and invite experts to provide assistance. Each nation would be free to decide on the level of participation and how to employ the results.

Interested entities could also purchase services such as those provided by the Australian Council for Educational Research (ACER). ACER offers “International Benchmark Tests” in mathematics and sciences modeled on the TIMSS assessments. Learner results from these tests could be compared to the results of the different nations that participated in TIMSS. More important, carrying out such an assessment would provide a natural path to drawing on the pedagogical materials and secondary research related to TIMSS. As we indicated in our discussion of considerations for secondary education, there are many national and sub-national assessment programs that make valuable resources available, resources that can easily be adapted to the needs of developing nations.

UBASE means AQEE for all children and adolescents. In this regard, it is fully consistent with the goals that UNESCO has set for its member states (Chinapah, 2001). Under the right circumstances and properly employed, assessment can be a powerful tool for improving access, quality, and efficiency towards developing a more equitable system. But it can also be a crude tool, one that can lead to unintended and deleterious consequences if misapplied. These consequences can generally be avoided when assessment change is part of a comprehensive reform initiative that takes best advantage of what assessment can offer. In the final analysis, all education role players must acknowledge that “testing alone cannot improve learning, nor can it necessarily make education systems more responsive. But it does tune societies and governments alike to the possibilities of their schools and education systems. And, if the past is any guide to the future, well-designed and applied assessments can change the course of education reform and the menu inputs used to promote it” (Schiefelbein and Schiefelbein, 2003: 154).
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Randomized experiments are an increasingly popular means of evaluating educational reforms throughout the world. Innovative researchers, policymakers, and foundations have implemented randomized evaluations of programs ranging from educational vouchers in Colombia, to teacher supply in India, to textbook provision and deworming in Kenya. The use of experimental approaches in the provision of social services is not a new practice; policymakers and researchers have long recognized that experimental approaches can produce reliable evidence of the efficacy (or inefficacy) of social-service provision.

In recent years, the use of randomized implementation and evaluation in the provision of public services has garnered increased support from policy organizations throughout the world. The World Bank, for example, advocates that countries introduce new social programs using random assignment (e.g., Newman, Rawlings, and Gertler, 1994). They argue that “randomized designs are generally the most robust of the evaluation methodologies” (World Bank, 2003). Evidence from randomized experiments is often the most persuasive to policymakers. For example, the “No Child Left Behind” legislation in the United States ties local school funding to “scientifically based research.” The act defines scientifically based research, in part, as research that

\[\text{...is evaluated using experimental or quasieperimental designs in which individuals, entities, programs, or activities are assigned to different conditions and with appropriate controls to evaluate the effects of the condition of interest, with a preference for random-assignment experiments (PL 107–110: 1965, emphasis added).}\]

Although randomized evaluation can produce persuasive and perhaps conclusive evidence, it also has significant drawbacks. First, implementation of a randomized evaluation may present an ethical dilemma. Inherent in a randomized evaluation is the condition that while one group experiences an innovation (the treatment group) another does not (the control group). Withholding treatment from an individual is difficult to justify, especially when it is believed to be beneficial,\(^1\) and withholding treatment from some

\(^1\) See Cook and Panye (2002) for further discussion on the ethicality of random assignment for educational interventions.
groups may be politically unpopular. Furthermore, politicians often have incentives to overstate the effectiveness of their programs or to publish the effects of only successful programs.

Even if researchers and policymakers take care of ethical and political considerations, other problems may remain. For example, randomized evaluation can be expensive and time-consuming, especially in the field of education. Besides the cost of the innovation itself, randomization also entails substantial administrative costs. Researchers and policymakers must administer the randomization and track both treatment and control students over multiple years, as it often takes multiple years of treatment before researchers can gauge the effects of an educational innovation. Likewise, deviations from randomization may limit the validity of subsequent evaluation.

Randomization also presents issues of internal and external validity. If an evaluation has internal validity, then comparisons between treatment and control groups provide meaningful results. In theory, randomization provides an unbiased group through which to gauge the effects of the program on the application pool. Internal validity can be threatened for a number of reasons. For example, if researchers are unable to gather follow-up data for even a portion of the control or treatment groups, then comparisons of the control and treatment groups may not provide accurate estimates of the program’s effect. External validity may also be problematic for randomized studies. If an evaluation has external validity, the measured effects of the treatment on the applicant pool will be similar in other populations. Oftentimes, however, researchers apply experimental designs on samples that differ substantially from the overall population. Additionally, many experiments are small, and although they may provide an accurate estimate of the partial equilibrium effect, they may not be able to estimate the general equilibrium effect. The impact of the treatment on a small group, as shown in the partial equilibrium effect, may not hold if substantial changes are required for the expansion of the social service to a more general population. For example, a small voucher program may not affect the supply of schools in a city; however, a large voucher program may provide incentives for the creation of new schools. These schools may be better or worse than the existing schools, but they provide a different quality of education. The voucher may not only affect students directly by allowing them to attend different schools, but it may also affect students by changing the supply of available schools.

Since the early 1970s, economists, education researchers, and education practitioners have studied a range of educational phenomena. Only a few of these educational studies have exploited randomization. This paper discusses how the few studies with randomization have augmented the larger body of evidence on educational innovations in developing countries. It highlights some of the strengths and weaknesses of randomized evaluations. The paper
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2. Partial equilibrium refers to the effect of a policy holding the institutions providing the public service and their surrounding infrastructure constant. The general equilibrium effect allows the institutions and the infrastructure to change in response to the program.

speaks less to the cost-effectiveness of such programs (see Kremer, 2004) and instead focuses on the knowledge gained from randomized experiments.

This paper’s focus on randomization is not intended to devalue the contributions that other types of studies have made to the field of education research. Randomization is one approach that has gained popularity and, under some conditions, can be more persuasive and compelling than other types of research. However, as this paper argues, other types of research have also provided significant insights into educational knowledge. For example, rarely does randomized research comment on ways to improve the quality of implementation. Oftentimes, alternative approaches can complement and provide important synergies to our understanding of the implications of randomized trials. However, in its focus on randomization, this paper is narrower in its scope.

The paper starts by presenting a brief overview of “selection bias” and demonstrates how randomization may help researchers avoid such bias. It then discusses why randomized research is not relied upon more heavily and presents a simple model to demonstrate why policymakers may be reluctant to undertake educational projects that rely on randomized evaluation. The second section discusses four types of educational innovations: school infrastructure development, student health, the provision of textbooks and other learning aids, and incentives to schools, teachers, and students. For each type of educational innovation, the paper reviews both non-experimental and experimental evidence. It also attempts to identify specific cases in which evidence from randomized policies has improved policymakers’ and researchers’ understanding of educational phenomena.

THE PROMISE OF RANDOMIZATION

Randomized experiments have the potential to produce unbiased estimates of a program.4 Studies without randomization are susceptible to selection bias, the potential bias arising when participants in a given intervention systematically differ from non-participants. For example, economists have long been interested in knowing how private schooling affects student outcomes relative to public schooling.5 Studies of private schooling often compare students in public schools to students in private schools. Unfortunately, such comparisons may not be entirely valid. Students who attend private schools typically come from more affluent homes where education may be more highly valued than it is in the homes of students in public schools. Even if private school students were to attend public schools, they might still perform better than other public school students because of a difference in home and family environment.

4. There are a number of studies that characterize randomized experiments and their technical strengths and weaknesses (e.g., Meyer, 1995; Angrist and Krueger, 2001).
Typically, researchers using non-experimental research designs must include ample controls for any characteristic that may distinguish the students who participate in the program from the students who do not; yet, even if substantial controls are included in the model, selection bias may not be eradicated. If there is an unobservable characteristic that affects both the likelihood that students participate and their performance in the activity (e.g., ability), then estimates based on non-experimental research designs may still be biased.

Randomized experiments offer a solution to this problem. Students randomly selected to participate should not differ from students who are randomly not included in the program. Mathematically, it is possible to demonstrate how randomness may eliminate selection bias. For simplicity, I return to the example of private schooling. Suppose that there are two types of students, high (H) and low (L) ability. These students attend both private and public schools. The following notation can simplify the following discussion of a hypothetical research program based on test scores:

\[
\alpha_H = \text{Test score effect of being high ability} \\
\alpha_L = \text{Test score effect of being low ability} \\
\delta_{\text{pub}} = \text{Test score effect of public school} \\
\delta_{\text{priv}} = \text{Test score effect of private school}
\]

These quantities are assumed to exist, although researchers may observe only a test score. For the sake of the example, I will assume that student achievement is a combination of both student ability and a school effect. Hence, if a high-ability student attends private school, her test score would be equal to \(\alpha_H + \delta_{\text{priv}}\). Similarly, the test score of a low-ability student in public school would be equal to \(\alpha_L + \delta_{\text{pub}}\).

To demonstrate selection bias, we can further suppose that students perfectly sort by high and low ability into private and public schools respectively. If this is the case, then:

\[
\text{Average Achievement in Public Schools} = \alpha_L + \delta_{\text{pub}} \\
\text{Average Achievement in Private Schools} = \alpha_H + \delta_{\text{priv}}
\]

A naïve research design would attempt to identify the effects of private schools by looking at the differences in these quantities and attribute this difference to be the “effect of private schooling.” However, this comparison is flawed. We cannot distinguish between the effects of private schooling and the effects of ability differences.

To identify the effects of attending public school versus private school, we would ideally like to observe the difference between \(\delta_{\text{priv}}\) and \(\delta_{\text{pub}}\). We could observe this by comparing the achievement of a student of the same ability in both private and public schools:

\[
\text{Achievement of High Ability in Private School} - \text{Achievement of High Ability in Public School} \\
= (\alpha_H + \delta_{\text{priv}}) - (\alpha_H + \delta_{\text{pub}}) \\
= \delta_{\text{priv}} - \delta_{\text{pub}}
\]
The problem with perfect sorting is that we do not observe the test score of a high-ability student in public schools. Similarly, we do not observe the test score of a low-ability student in public schools. These hypothetical outcomes are never observed given perfect sorting. Because we cannot observe these outcomes, we cannot deduce the difference in the effect between private and public schools.

However, with randomization, we can produce an unbiased estimate of the difference between private and public schools. Suppose that private schooling was randomly assigned, and that all students applied to private schools. Because of randomization, the number of students attending private or public school should be just equal to the proportion of high-ability students in the population (for simplicity, we will assume that half of students are high ability). With randomization, the average achievement level for private schools will be equal to:

$$\frac{1}{2} (\alpha_H + \delta_{\text{priv}}) + \frac{1}{2} (\alpha_L + \delta_{\text{priv}}) = \frac{1}{2} (\alpha_H) + \delta_{\text{priv}} \quad (1)$$

The average achievement level for public schools will be equal to:

$$\frac{1}{2} (\alpha_H + \delta_{\text{pub}}) + \frac{1}{2} (\alpha_L + \delta_{\text{pub}}) = \frac{1}{2} (\alpha_H + \alpha_L) + \delta_{\text{pub}} \quad (2)$$

To compare private-school and public-school test scores, we would subtract equation (2) from equation (1). The difference is equal to the effect of private schools relative to the effect of public schools. Hence, randomization can provide unbiased estimates of the effects of private schooling.

Similarly, randomization can provide unbiased estimates of the effects of other interventions, such as class size. For example, in a series of review articles, Hanushek has found no consistently measured effect of class size using research not based on randomization. In evaluating the random assignment of class size in Tennessee, Krueger writes, “A more general point raised by the reanalysis of Hanushek’s literature summary is that not all estimates are created equal.” He goes on to say that “one good study can be more informative that the rest of the literature.” Krueger, quoting Galileo’s description of one “Barbary steed” as faster than hundreds of packhorses, concludes that as a result of the sample size and use of randomization “Tennessee’s project STAR is the single Barbary steed in the class size literature” (Krueger, 2000: 4).

### Under-utilization of Randomization

Besides private schooling, there are endless examples of where entry into an educational program is correlated with some unobserved characteristic. All too frequently, students who would have succeeded in the absence of a program are the same people who choose to participate in the program. Randomization can overcome the bias that such participation patterns may create. One might then ask why randomization remains under-utilized.

Eric Hanushek explains, “Although educators are dedicated to teaching students, they are reluctant to submit to the often-painful process of evalua-
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6. I thank an anonymous referee for providing this quote.
tion and learning. Therefore, new ideas are seldom subjected to thorough evaluation, nor are active decisions often made about their success or failure” (1995: 241). He further explains that groups conducting educational experiments produce evaluations that “seldom involve any detailed analytical work that would permit dissemination of new techniques or new organizational forms.”

There are a number of reasons that institutions and organizations may be reluctant to engage in randomized experiments in their evaluations. First, there are substantial costs associated with implementing a randomized experiment versus implementing some other intervention. These costs can be financial, political, or technical.

The financial costs can be substantial. Retrospective, nonrandom studies often rely on secondary sources, such as population surveys, to understand the impact on a set of people with certain characteristics in a given region. Randomized studies cannot rely on data collected by others. Certain people participate in the randomization, and those are the people for whom data must be collected. The researcher must track specific individuals over time, which can be extremely costly (e.g., see Ludwig et al., 2001). Some studies have gone so far as to hire expensive private investigators to find study participants (Katz et al., 2000).

There are also significant political costs to implementing randomized evaluations. For example, Colombia recently instituted an educational program similar to Mexico’s PROGRESA program. Families were to receive cash stipends if their children attended school and received regular health check-ups. The World Bank strongly encouraged Colombia to implement the program using randomization across cities, but Colombia’s central government chose not to do so. At the time, the government was negotiating a cease-fire with guerillas. The educational program provided some political leverage, and the central government implemented the program in selected cities to appease the guerillas.

There are also political costs to evaluation in terms of the long-run viability of a project. For example, Pritchett (2002) provides a model to explain why randomized evaluations are infrequent and when evaluations can be expected. In the model, those who conduct the program face the uncertainty that the program is not generating any useful results. These individuals will experience substantial costs if the program is proved ineffective. In the case of a large-scale project or one that is well funded, knowledge of its efficacy (or lack thereof) could be harmful to its organizers. As Pritchett summarizes, “No advocate would want to engage in research that potentially undermines support for his/her program. Endless, but less than compelling, controversy is preferred to knowing for sure” (Pritchett, 2002: 268).

Finally, the technical costs can also be substantial. Oftentimes, it is difficult to find someone who can accurately manage either the innovation or its implementation. For example, many program managers do not understand what researchers mean by randomization. In one voucher program in the United States, vouchers were initially randomized, but after all voucher win-
ners accepted or rejected the award, there were still awards left over. Rather than randomize again, the voucher organizers “arbitrarily” chose additional students to win. Unfortunately, their “arbitrary” choices were students who had applied to a high-quality private school. There was nothing random about this selection of students (Bettinger, 2001). Other voucher programs, including selected cities involved in Colombia’s PACES program, have shown some non-randomness (Angrist et al., 2002).

In other cases, records are not kept or are kept inaccurately. For example, in the Colombian voucher program, many jurisdictions kept lists of lottery winners but not lottery losers. As a result, research could not be conducted because there was not a control group to which the treatment group could be compared. Other jurisdictions deleted records for students who won the voucher lottery but declined to use the voucher. The remaining voucher lottery winners are likely not comparable to the voucher lottery losers, as students using the voucher may differ systematically from students declining the voucher. In yet other jurisdictions, contact information was kept and updated for voucher winners but not for lottery losers. As a result, voucher winners were easier to find and interview than voucher lottery losers. The groups interviewed subsequently differed systematically. In each of these cases, the person maintaining the data did not understand the role and importance of randomization in the assessment, and consequently, expensive innovations could not be accurately evaluated. In each case, the internal validity of the evaluation (discussed below) was threatened.

Many researchers are reluctant to engage in research that identifies effects through randomization because of the difficulty of maintaining internal validity or because of the limitations of external validity. Internal validity refers to the ability of the evaluation to produce accurate estimates of the effects of the innovation while focusing on the people who actually participated in the program. If the randomization is compromised, for example, “treated” students may differ significantly from “control” students. In this situation the true effect of the program cannot be estimated. Besides the examples of administrative errors in randomization cited above, internal validity is often threatened in the data-collection process. Researchers need to be able to identify a specific group of students—the students who participated in the intervention—but sometimes these students are difficult to find or unwilling to participate in the research. If the reluctance to participate is correlated with the treatment (e.g., students who lost the lottery are angry and do not want to participate), then those students receiving the treatment for whom post-experiment/intervention data are available may differ systematically from those not receiving treatment for whom data are available. In sum, not only may the survey effort be costly, but failure to monitor response rates may lead to biased and internally invalid inferences and attrition from the sample may undermine randomization.

One way to avoid the problems that response rates may create is to use administrative data. Recent work by Angrist et al. (forthcoming) uses administrative records to demonstrate the differences between voucher lottery win-
ners and losers. By matching national identification numbers to other databases, the authors are able to follow up with all students who applied for the voucher lottery. This strategy has a lower cost than other means of getting data, although it may not be internally valid if record keeping is not equivalent across winners and losers.\footnote{In one jurisdiction, as mentioned above, program managers maintained up-to-date records for voucher lottery winners but not for losers. As a result, voucher winners were much more likely to have a valid national identification number and therefore much more likely to match to post-intervention/experiment data.}

External validity is another worry of researchers. External validity refers to whether or not the results can be replicated and are relevant for populations besides those participating in the educational intervention. For example, the students who applied to Mexico’s PROGRESA program are among the poorest in the nation. As discussed below, the PROGRESA program has improved student enrollment rates amongst these students. The external validity of this result hinges on whether or not this same result would be observed in other populations of students. If the subsidies to families were targeted at middle class or upper class families in the country, would those students also have seen the bump in enrollment rates? The results from PROGRESA shed no light on this question.

Additionally, it is not clear that the PROGRESA results will be externally valid even among students with comparable socioeconomic characteristics. Families in the PROGRESA program had to maintain records and regularly visit doctors, and highly motivated families may be more willing to do these tasks. If these families are more likely to apply to the program, then the observed results may be the effects for “highly motivated” families rather than the effects for all families. In this case, there is an unobservable characteristic (internal motivation) that prompts some families to apply to the program. Comparisons outside of that group may not be valid.

The ability of one country to replicate the programs of another country may threaten external validity. Oftentimes, there are cultural or political barriers preventing reasonable replication. Mexico’s PROGRESA program has been implemented in Brazil, Colombia, and other countries. In Colombia, the program was not implemented in a way similar to PROGRESA due to the political environment, and therefore the results may differ significantly. Threats to external validity may occur for regions within a country as well. In the United States, evidence from the Tennessee STAR program on the effectiveness of smaller class sizes led other states (e.g., California) to adopt similar programs. Much like the replication of PROGRESA in other countries, it is not clear that programs in other states experienced the gains from reduced class size that the Tennessee program led to.

Concerns about external validity may be a short-run weakness of randomized evaluation. A single randomized experiment allows researchers to identify a set of conditions under which an intervention may affect student welfare. The question of whether the results from that experiment generalize to a different set of conditions is empirical. By changing the conditions and imple-
menting a similar randomized experiment, researchers can identify a specific intervention’s effects in other settings. The duplication of studies under varying conditions allows researchers to draw greater conclusions about the external validity of a particular intervention. In the United States, for example, the implementation of housing subsidies (i.e., Section 8 vouchers) was conducted through a sequential series of randomized experiments. The series of randomizations allowed the U.S. government to identify various conditions affecting the success of housing subsidies.

Finally, most randomized experiments measure a partial equilibrium effect of a program and not the general equilibrium effect. The partial equilibrium effect is the effect of the program on a select group of people under a specific set of circumstances. If the program was deemed successful and expanded to the general population, the set of circumstances that attended the randomized trial may change. For example, studies of voucher programs in the United States frequently focus on the effects for a small group of students attending established schools, typically parochial schools. Where voucher programs have been expanded to larger populations (e.g., Cleveland), numerous new private schools entered the market. These schools have less experience and potentially a different effect on students than the schools participating in the randomized trial. Similar expansions of private school have take place in Colombia and Chile (for Colombia, see Angrist et al., 2002; for Chile, see Hsieh and Urquiola, 2003).

Treatment Intensity and the Interpretation of Effects

One of the inherent difficulties of randomized evaluation is the accurate identification of the effects of an intervention on the people who have actually participated in it. Randomization can almost always identify the effects of an intervention on those to whom policymakers offered the intervention. This is often called the “intention to treat” parameter. However, many who are offered an intervention never enroll. For example, in the Colombian voucher program, not everyone accepted the voucher. In the PROGRESA program, not every family in a participating village chose to participate. Because people who accept the offer to participate in a program may differ systematically from people who decline the offer, and because we cannot observe intent to participate among people who are randomly excluded from participation in the program, it may be difficult to measure accurately the effect on only those who participate in the intervention. Randomization does not facilitate the estimation of such an effect unless everyone offered the intervention utilizes the intervention. Some have argued that the “intention to treat” is the parameter of central interest to policymakers (e.g., Rouse, 1998), because it measures...

8. Researchers have also attempted to estimate the effect of the “treatment on the treated.” This parameter measures the effect on people actually participating in the program as opposed to all people who were invited (or randomly selected) to participate. Under certain assumptions, randomization may provide a suitable instrumental variable for identifying this parameter. Rouse (1998) and Angrist et al. (2002) discuss this possibility and the assumptions necessary to calculate the effect.
ures the net effect of the program across people offered the intervention—as opposed to just those people who participate. However, others may want to know the specific effect of the treatment on the people who actually participate in the program.

Finally, the treatment may oftentimes affect the control group as well as the treatment group, making it difficult to compare the two. The most obvious example of this can be found in the results of randomized deworming projects in Kenya. Within schools, students were randomly chosen to receive oral treatments for hookworm, roundworm, and schistosomiasis (Miguel and Kremer 2001); however, because these treatments led to a decrease in contamination in the general population, all students at the school benefited from reduced rates of transmission, even those who had not received these treatments. This made it difficult for researchers to identify the effect of treatment. Similarly, if the control or treatment groups alter behavior as a result of the program, it may bias estimates of the effect of the program. For example, Hoxby (2000) criticizes the Tennessee STAR class-size experiments because teachers participated whether they had a large or small class. Teachers generally prefer small classes, and so participating teachers may have adjusted their behavior to improve the attractiveness of small classes to policymakers.

Political Economy Model of Project Implementation

The appendix shows a simple political economy model that evaluates which types of projects policymakers are likely to implement. The key assumption in the model is that success varies according to the size of a project and the length of time it will take to complete. Some small projects yield immediate short-run benefits, but their long-run impact does not differ substantially from their short-run impact. Other projects may yield few short-run benefits, but have a long-run impact that is much higher than the projects that show short-term benefits. The second type of project is riskier in that it may have higher rewards but may also fail, leading to a large loss of investment. The intuition behind these projects is two-fold: successful programs may take time to produce, and given time, a program can identify and improve upon its weaknesses.

For simplicity, we can assume that there are only these two types of projects. Type A are those that are often large-scale and slow to develop, with small short-run effect and greater long-term effects. Type B projects are easy to implement and can succeed in the short run but may not be as effective in the long run.9 Figure 1 plots this relationship.

Time creates an obvious tension in this model. Because individuals are impatient, they will be reluctant to embark on Type A projects. Moreover, not only do Type A projects appear to take too long, but they may not suc-

9. The designation between Type A and Type B projects is fuzzy at best. Oftentimes, we do not know the true importance of a project until we know its effects. Interventions that appear small may actually provide cost-effective solutions. I use the A/B designation to conceptualize the trade-offs associated with a large-scale intervention like PROGRESA in comparison to a number of smaller projects that may have less overall impact.
Because the variance of project success increases in size as a project increases in scale, risk-averse individuals are less likely to embark on large projects. In practice, impatience and risk aversion manifest themselves in both political and academic spheres. For example, politicians may be reluctant to enact important interventions because they will be up for reelection before the results of a long-term intervention will be available. Likewise, researchers—especially those with short tenure clocks—may pursue projects of lesser importance because results from research on topics of higher importance may take “too long” to obtain.

As discussed above, randomized evaluation can be more costly and more time consuming than other types of evaluation. If you factor these possibilities into the model described in the Appendix, policymakers and researchers may be even more reluctant to implement a program, particularly if randomization increases the time that one must wait for success. However, as Kremer (2004) points out, higher cost need not accompany randomized evaluation. There are numerous examples of inexpensive randomized studies of interventions that have yielded large, long-lasting effects on students. Data on the costs of interventions and evaluations are not commonplace, but when available can provide more detail on the trade-offs associated with different interventions. In addition, the opportunity costs of not undertaking any intervention or not generating new knowledge may be substantial. As Derek Bok is credited with saying, “If you think education is expensive, try ignorance.”

The model also suggests that certain conditions (e.g., a longer time horizon or government stability) will improve the likelihood that an organization or government will embark on a randomized experiment. The greater the likelihood that the central leadership will remain in power for a long period of time, the more likely that it may be able to enact a policy. This may be one reason that Mexico was able to implement the PROGRESA program. Also, the more incentives that researchers have to produce more long-term projects, the more likely that they will undertake Type A projects.

**CHANGES IN KNOWLEDGE BASE FROM RANDOMIZED EXPERIMENTS**

This paper shows how randomized experiments have augmented the body of academic knowledge in regard to four types of educational innovations: school infrastructure development, student health, the provision of textbooks
and other learning aids, and teacher and student incentives. This paper attempts to identify the value added by randomized studies in these fields.

Ideally, one would create a complete census of randomized and nonrandomized interventions in education; however, this is impractical for two reasons. First, as the quote from Hanushek (1995) points out above, although many informal experiments are taking place across the world, most are not disseminating their findings. As a result, many experimental studies are lost in dusty cabinets or in library basements. To the extent that it is possible to track down such evaluations, I have attempted to do so. Nonetheless, the set of randomized experiments upon which I focus will be more representative of recent randomized experiments than of the entire body of work in this field.

The second problem is the sheer volume of research regarding these educational topics. Assessing the state of knowledge in the absence of randomized experiments is difficult, especially because there are large discrepancies in the quality of evaluations. For example, there are many non-experimental studies that acknowledge but do not resolve selection bias. There are yet other non-experimental studies that take advantage of “natural experiments” (e.g., changes in a country’s policies) and identify the effects of the program using quasi-random variation. There are still other studies that make distributional assumptions and use observable characteristics to provide clues to the nature of the unobservable variables that may cause selection bias. I rely heavily on pre-existing literature reviews to assess academic understanding prior to the recent waves of experimental evidence.

School Infrastructure Development

School construction is an area where all of the promise and problems of randomized experiments are evident. School construction is costly, and it takes a substantial amount of time to actually gauge its effects on student enrollment and attainment. Moreover, building a school in one location may exclude access to students in another, presenting difficult ethical issues. In recent years, two randomized experiments involving school building have taken place.

Before describing these studies, it may be useful to show what economists and researchers actually knew about the effects of school infrastructure prior to the experiments. In the mid-1960s, economists and policy makers were unsure as to the best way to improve access to school. Most agreed that increasing the supply of schools would improve access (Lockheed and Verspoor, 1991). However, Kindleberger summed up the knowledge as follows, “Work to improve [educational] data and the analysis goes forward to clarify the choices to be made. The need for more education is clear in underdeveloped countries at least, even though the amounts to be sought cannot be quantified” (1965: 115). In a survey of the (non-experimental) literature on
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\(10\) There are a number of studies which analyze randomized experiments as if they are not randomized. For example, Dehejia and Wahba (1998) find that propensity score matching rather than matching based on randomization can yield similar results to randomized studies.
school access, Lockheed and Verspoor argued that while there had been an observed increase in enrollment, access remained limited and groups of children were still completely excluded in very low-income countries.

Efforts to improve the supply of schools led to a number of projects. For example, in the late 1960s, Taiwan embarked on an aggressive school-building project, and in the mid-1970s, windfalls from oil revenue in Indonesia led to massive school-building projects. Taiwan and Indonesia’s school-building projects were not implemented using randomization. Recent empirical work suggests that these projects could have affected enrollment and attainment. For example, Clark and Hsieh (2000) find that students received almost 0.5 years additional education as a result of Taiwan’s school-building project. From 1967 to 1968, Taiwan almost doubled the number of junior high schools in the country. Using national survey data, Clark and Hsieh compare the educational attainment of young men who had already passed junior-high age to the educational attainment of men who had yet to enter junior high in 1968. The males that received the most exposure to the program received 0.42 additional years of schooling compared to the control group.

Although the result suggests that these increases in schooling were an effect of school construction, the results may be confounded by other factors. As Spohr (2003) shows, around this same time, Taiwan introduced mandatory enrollment requirements. The students who were exposed to the junior-high construction project were also exposed to mandatory enrollment requirements. Because of this confounding factor, it is unclear what the true effect of the Taiwan school-building project was on enrollment rates.

Duflo (2000) evaluated the rapid increase in school construction in Indonesia. As in Taiwan, the program was not randomized; however, Duflo shows that the allocation of schools differed by region over time, creating “quasi-randomness” that can be used to evaluate the effects of school construction. She argues that differences in education should be higher not only for younger individuals who were in school when the program began but also for children in regions with more schools built. Duflo shows that the increase in primary-school construction led to both an increase in educational attainment in Indonesia and an increase in wages. Given the regional and temporal variation of school allocation and the corresponding changes in student access, the evidence for the positive effects of school construction is compelling.

Two randomized experiments in school construction, one in Pakistan and the other in Kenya, shed further light on the effects of construction on education. The first study focuses on the creation of private girls’ schools under the Urban Girls’ Fellowship program, which began in 1995 in Quetta, Pakistan (the capital city of Balochistan). Kim et al. (1998) examine a pilot project that created additional schools. To appease political constituencies, the government of Balochistan guaranteed that each of the ten major urban slum areas would have one school; however, they randomized within neighborhoods as to the location of the school. Kim et al. show that girls’ enrollment increased by 33 percentage points and boys’ enrollments increased by 27.5 percentage points.
The authors suggest this occurred in part because boys were also allowed to attend the new schools. Many parents would not send their daughters to school if they could not also send their sons. One interesting finding was that although the success of the program differed across neighborhoods, it was not necessarily related to the relative wealth of the neighborhood or the education levels of parents. Thus, the authors conclude that this program offers promise for increased enrollments in other poor urban areas.

A similar randomized experiment took place in Kenya. Kremer et al. (2003) evaluated a program that offered funding to seven schools randomly selected from a group of fourteen schools with poor performance. The funding provided for new uniforms and textbooks, as well as for the construction of new classrooms. Not only did the dropout rates fall at the schools where funding increased, but the schools also received an influx of new students. Although class sizes grew, parents still supported the program and were willing to trade off larger classes for the additional funding.

Oftentimes, the key problem for developing countries is not the availability of school buildings but rather the availability of teachers. Student-teacher ratios can be used to illustrate the extent to which teachers are not available. There have been a number of studies that look at the effect of student-teacher ratios on student access and achievement, although few use randomization.

Fuller (1985) examines the effect of student-teacher ratios on achievement and finds little evidence of any effect. Lockheed (1987) looks at the effects of school characteristics on students, particularly the effects of student-teacher ratios on student achievement in Thailand. In her review of the literature on student-teacher ratios, she claims that high student-teacher ratios negatively affect student outcomes. Deaton and Case (1998) look at the effect of student-teacher ratios on educational attainment in South Africa. They find that student-teacher ratios have little effect on student outcomes except in the case of black students. Black students in classes with lower student-teacher ratios advance more quickly and are more likely to be in school than those in classes with higher student-teacher ratios.

There are few studies of student-teacher ratios that rely on randomization. In the most publicized study of student-teacher ratios, Krueger and Whitmore (2002) examine how student-teacher ratios affect student attainment through a randomized experiment in Tennessee. They find that small class size improves student outcomes. In developing countries, there is less evidence to support this finding. Banerjee, Jacob, and Kremer (2002) examine the effect of adding a second teacher in rural schools in Udaipur, India. This second teacher, who was female whenever possible, was randomly assigned to 21 of 42 one-teacher non-formal schools operated by an NGO. The effect of the program was significant and positive on the fraction of girls attending school; however, the authors did not find evidence that the additional teacher affected test scores.

Both random and nonrandom studies conclude that student-teacher ratios and school buildings matter. The studies on school construction provide some evidence as to the precise effect of new schools, although these
results may not be externally valid to other scenarios. Interestingly, randomized studies of teacher supply find an enrollment effect but not a corresponding effect on attainment. The results suggest that the effects of teacher supply may also differ by context.

**Student Health and Education**

A number of randomized experiments in developing countries have focused on improvements in student health. The rationale for many of these programs has been that improving student health may have indirect effects on student education.

Economists have long postulated that there is a direct link between health and education. Enke writes, “Health and education are often joint goods. If children have poor health, they will lose many days from school, so that better health may result in better education… Health and education are alike in that their benefits accrue partly to the individual and partly to others. When a person is cured of tuberculosis there is also a gain for the people whom he might otherwise infect” (1963: 404).

Alderman et al. (1997) investigate the effect of children’s health and nutrition on school enrollments in rural Pakistan. They do not rely on randomization. Instead, they use longitudinal data and examine how price shocks to food affected health and nutrition. They identify price shocks that occurred when children were preschool age to determine their health and nutrition stock. They find health and nutrition are three times more important to school-enrollment decisions than suggested by earlier estimates that considered child health and nutrition to be predetermined rather than determined by household decisions. Especially relevant to this paper, they find that improvements in nutrition were more pronounced for girls and contributed to reduced gender differences in enrollment. They conclude that improvements in the health and nutrition of preschool children are likely to have long-run productivity effects that result in more schooling and possibly reduce the gender gaps in schooling.

A number of experimental studies have evaluated the effects of health innovations on student outcomes. Miguel and Kremer (2001), for example, study the effects of a deworming project in 75 primary schools in Kenya. These schools were phased into the program in a randomized order. Miguel and Kremer’s research differs from other studies of deworming by randomizing across schools rather than randomizing across children in the same school. Studies that focus on students within the same school fail to find significant impacts of deworming (Dickson et al., 2000). Miguel and Kremer find that deworming programs at the school level led to significantly higher primary-school attendance after two years of medical treatment and that absenteeism fell by almost 25 percent. Miguel and Kremer (2001) also find that deworming creates large externality benefits by reducing the local incidence of infection within the population not participating in the program. Their study suggests that curbing tropical diseases, especially in Sub-Saharan Africa, can improve school participation.
Bobonis et al. (2003) evaluate efforts to deworm preschool-age children in the urban slums of Delhi, India. Preliminary findings suggest that preschool participation rates increased by 6.3 percentage points for participants and school absenteeism fell by one fifth. Based these initial findings, the authors advocate the program as a cost-effective way of improving enrollment for children in poor urban areas where the spread of intestinal worms is a problem.

There are a number of interesting lessons that emerge in the comparison of randomized and nonrandomized studies of student health and educational access. First, constructing an appropriate control group for a nonrandomized study is difficult. Researchers must use regional and temporal variation in treatment to construct their studies, and as before, these types of variation can mask confounding factors that may also affect health and/or educational access. In comparison, randomized experiments can provide an accurate estimate of the effect of health interventions on student outcomes. Second, within randomized experiments, the level at which the randomization occurs makes a difference. This is particularly true in health innovations. Treating students within a locale may have external effects on non-treated students (e.g., less incidence of infection). Randomized experiments can be difficult to evaluate if the treatment and control groups are both affected by the intervention. Experimental studies at the individual level within schools could not measure the effects of deworming because of a decreased incidence of infection within the school, but experimental studies across schools measured a significant effect because they studied populations more isolated from one another.

**Student Vouchers and Incentives**

Many policymakers have attempted recently to improve educational access by changing the incentives to students. Two policy reforms in particular have been implemented in multiple countries. The first policy reform is a large-scale educational voucher program, such as the programs implemented in Chile and in Colombia. The second policy reform is a set of student subsidies that pay students and families for school attendance, regular health check-ups, and in some cases, student achievement.

Chile established educational vouchers in 1981. The voucher program is a universal program that allows any student to transport the voucher to any participating school. Although many researchers have attempted to measure the effect of the Chilean voucher system on educational access and attainment, there is still no definitive evidence that the voucher system had positive effects on students. A number of studies find positive effects of the voucher (e.g., Carnoy and McEwan, 2001). Other studies find no significant improvement in educational attainment as a result of the voucher program (e.g., Hsieh and Uruquiola, 2003). In their evaluations of the Chilean program, these researchers face the difficulty of constructing a credible control group. As in the studies that investigate school construction, some researchers have compared students who entered the schools prior to the voucher program to
those who entered afterward. As before, if there are other systematic changes (e.g., Chile increased teacher pay dramatically after the voucher program started), then it may be unclear whether the effects are due to the voucher program or to other innovations.

Although the voucher program in Colombia was not as large and widely recognized, studies of this program have provided more definitive evidence of the effect of educational vouchers on student outcomes. The key difference between the Chilean and Columbian programs (and as a result, in the research evaluations) is the use of randomization. In the Colombian voucher program, there was a small supply of vouchers, and demand far exceeded supply. Policymakers used randomization to distribute educational vouchers fairly across applicants. Angrist et al. (2002) use this randomized distribution to identify the effects of the educational voucher. They compare students who won the voucher lottery to students who did not. Although they do not find differences in dropout rates after three years, they find that students receiving the voucher were less likely to repeat grades. Subsequent work by Angrist et al. (forthcoming) finds that students who won the voucher lottery were more likely to take and score higher on college entrance exams. Because the randomization only occurs at the level of students applying for the voucher, it is difficult to identify whether the observed effects are the result of private schooling or changes in student incentives. The voucher led to a large increase in the number of students attending private school; however, the voucher changed the students’ incentives because students lost their vouchers if they did not maintain academic progress.

Although the randomization in the Colombian voucher program enabled researchers to identify effects of the voucher program, it was only possible to do so in selected cities. Angrist et al. (2002) measured the effect of the educational voucher in Bogotá and Jamundi only. There are a number of other cities for which complete voucher records exist, but in almost every case there appears to be some evidence of nonrandomness. For example, in multiple cities, students with phones and students who were older won the voucher lottery more frequently, suggesting either nonrandomness or differences in record keeping for voucher lottery winners and losers. In one city, there was additional evidence of nonrandomness. Because students could only apply for the voucher after being admitted to a private school, the lottery was random not only among students but among schools as well. In one city, 100 percent of applicants from one school won the lottery, while no other school had above a 20 percent rate of winning the lottery. Even more disconcerting, local citizens claimed that this was the most politically connected school in the city.

Another intervention that affects student incentives is the use of cash payments to reward students for attendance, regular health check-ups, and in some places, achievement. The most widely cited program is the PROGRESA program in Mexico, which was implemented in 1998. In its initial phases, the Mexican government randomly chose 320 out of 506 potential rural villages to take part in the program. Families received a cash payment if their children
both attended school and had regular health check ups. There are a number of papers that evaluate PROGRESA (e.g., Schultz, 2002; Bobonis and Finan, 2002). I focus on Behrman et al. (2001). The authors of this study use the randomization to measure the impact of PROGRESA on initial age at entering school, dropout rates, grade repetition rates, and school reentry rates. They find that the program was effective in reducing dropout rates and facilitated “progression through the grades,” especially the transition from primary to secondary school. The program also induced a significant number of children who had dropped out prior to the implementation of PROGRESA to re-enter school. Unlike the health experiments, Behrman et al. do not find evidence of strong spillover effects on children who lived in the communities where PROGRESA was implemented, but did not receive subsidies. Behrman et al. (2001) project that PROGRESA might improve secondary school enrollments by as much as 19 percent.

Programs in other countries have also suggested that cash payments may influence educational decisions. In Israel, Angrist and Lavy (2002) found that providing cash-incentives for low-income students could increase Begrut (the Israeli high-school matriculation exam) completion, even though the value of the cash-incentive was much less than the actual returns to education. In the United States, Keane and Wolpin (2000) evaluated a 1998 proposal by Robert Reich that would offer cash bonuses to students from low-income families to graduate from high school. Keane and Wolpin found that such an incentive would reduce dropout rates for black students by two-thirds and dropout rates for white students by one-half.

The results of PROGRESA and the voucher programs provide convincing evidence that changing student incentives can alter enrollment and achievement. Still, randomization is not without drawbacks. There were a number of places where additional evidence could have been gathered from the Colombian voucher project, but administrative misunderstanding of the role of randomization and other sources of nonrandomness made it difficult to evaluate these a number of settings. This reflects the challenges of internal validity mentioned in the previous section. The Colombian voucher program ended in 1997. The evaluation of its efficacy was published in 2002. This time delay accentuates the length of time it takes to produce accurate research on the effects of educational innovations.

Innovations that Improve Quality of Education

There are a number of educational innovations that focus on better preparing students for future education or the workforce by improving the quality of instruction. Many initiatives have attempted to train teachers to teach more effectively. Other programs have focused on improving classroom instruction through audio-visual materials, particularly computers, and learning aids such as chalkboards, flip charts, and textbooks.

Recent programs have aimed to change incentives to teachers. In many cases, teachers receive substantial bonuses based on their students’ performance. Advocates of such programs argue that these programs can increase the
incentive for teachers to provide effective instruction, but opponents feel these programs promote “teaching to the test.”

Glewwe et al. (2003) report evidence from a randomized evaluation of a program in Kenya that provided primary-school teachers with incentives based on their students’ test scores. They find that students in schools where teachers received monetary bonuses for student improvement were more likely to take exams and had higher test scores than students in other schools without the teacher incentive program. However, they do not find support for the hypothesis that these teacher incentives could reduce dropout rates or increase long-run learning. Teachers’ attendance rates and the amount of homework assigned were similar across treatment and control schools. The key difference was the increase in test preparation and encouragement for students to take the test in the treatment schools. When the program ended, test score differences across treated and untreated schools disappeared.

The outcome of teacher incentives in this program was consistent with teachers using strategies that increased test scores in the short-run but did not promote long-run learning. Also, given that Kenya’s centralized educational system does not provide incentives for teachers to promote long-run learning, alternative programs such as decentralizing control of teachers to the local level or allowing parents to choose schools might prove more effective in improving long-term learning.

Evaluation of the effectiveness of introducing textbooks and other learning aids is an area where randomized experiments have significantly changed our understanding of the educational process. Studies from nonrandomized programs suggest positive effects, but recent evidence based on randomized experiments in Kenya suggests that the true effect, if any, may be extremely small.

In his summary of the research on textbook implementation, Fuller (1985) reports that most studies (14 of 22) found that textbooks significantly improved student achievement. Of the 22 studies that Fuller considers, only a few used experimental research designs, and Fuller concludes that these provide the clearest evidence. Lockheed and Hanushek (1987) review evidence from 15 empirical studies concerning the cost-effectiveness of several educational inputs, and find that textbooks are among the more cost-effective inputs. They show that different studies could have reached different conclusions depending on how well matched the level, language and teacher preparation was for that book in a particular classroom. Like Fuller, they push for more experimental evaluation. They summarize, “Although the firmest conclusions about effectiveness come from experiments, very few true educational experiments have been undertaken in developing countries, particularly on a large scale. Many of what are described as ‘experiments’ are actually changes in national policy,

11. The most cost effective inputs were textbooks, interactive radio, peer tutoring and cooperative learning. The least cost-effective interventions included teacher training and technical-vocational schools.
which, by being implemented uniformly, lack variation. The impact of these ‘experiments’ on student learning, moreover, are seldom evaluated” (1987: 18).

Glewwe et al. (2004) and Kremer et al. (2000) evaluate a series of efforts to bring flip charts and textbooks to students in Kenya. Glewwe et al. examine the effectiveness of flip charts as a teaching tool. Their sample included 178 schools, of which half received flip charts from a non-government charity. They analyze the data in two comparable ways. First, they do not exploit the randomization and instead compare flip chart schools to all other schools. Using this method, they find that flip charts raised test scores by up to 20 percent of a standard deviation. This number did not change once controls for other educational inputs were added. When they exploit the randomized implementation to evaluate the program’s effectiveness, however, they find no evidence that test scores increased with the use of flip charts. They conclude that many retrospective studies of nonrandomized trials would have greatly overestimated the effect of this type of program, and they stress the fact that the results would have been misleading because of omitted-variable bias.

Glewwe et al. (2000) evaluate the effects of textbook provision on student outcomes. A Dutch non-profit organization (Internationaal Christelijk Steunfonds) began a program in 1996 to help 100 primary schools in rural Kenya. In the first year, they randomly selected 25 schools to receive textbooks. In contrast to previous studies of textbook provision, the randomized evaluation of this program produced no evidence that the textbooks had a large positive effect on average test scores nor that the program affected other outcomes such as attendance and dropout rates. Using a variety of methods, the authors compare test scores across students in both treatment and control schools. For all three estimates, after one year, the impact of the textbooks across all subjects and grades is close to zero, and depending upon the estimator used, this estimate is sufficiently precise to reject the hypothesis that the textbooks increased test scores by as little as 0.07 standard deviations. They find the results of the estimates after two and three years to be similar. Because these findings differ from previous studies on textbooks, the importance of other components of textbook use—such as the teacher training for the use of the books and the particular textbook used, as well as family background—come into question. In addition, the findings further illuminate the results from the earlier paper by Glewwe et al. (2000).

CONCLUSION

The use of randomized experiments in the implementation of educational interventions continues to become more prevalent across developed and developing countries. Although randomization has the potential to provide key answers to the types of educational programs that should be implemented and the method of implementation, this paper provides some caution on the ways in which randomized experiments should be applied. Although randomization can greatly improve global knowledge about education and its provision, it does not guarantee clear conclusions.
Randomization has many potential pitfalls. It may be costly to conduct, it may require substantial and detailed oversight to ensure the integrity of the randomization, and it may require substantial time to yield meaningful conclusions. In the case of educational vouchers, hundreds of cities in Colombia embarked on ambitious educational voucher initiatives; however, most of these did not yield lessons as to the efficacy of the voucher programs. Poor record-keeping and compromises to the randomization prevented evaluation of a number of sites. Still, although many years elapsed before researchers were able to evaluate the other sites where the randomized evaluation was appropriately conducted, these programs provided conclusive evidence on the efficacy of vouchers in specific settings.

There are other trade-offs that researchers and policymakers must consider in using randomization. Because of the substantial time required to implement and evaluate some of the most important interventions, researchers and policymakers must balance their desire for quick results with their desire for comprehensive and important solutions. Researchers must also consider the costs and benefits of both the intervention and the randomized evaluation.

Has randomization improved global understanding of education and its provision? Undoubtedly. For example, although economists have long suspected relationships between health interventions and educational interventions, randomized experiments in Kenya and other places have demonstrated conclusive evidence that drug treatments can have significant effects on school attendance not only for students receiving them but also on other students (Miguel and Kremer, 2001). The randomized experiments have given us an idea of the magnitude of the effects of such interventions.

There are some educational interventions that may still be evaluated in the absence of randomization. For example, researchers exploiting quasi-randomness in school building projects provide convincing evidence of their effects on student enrollment and attainment (Duflo, 2000). These other approaches both complement randomized evaluations and provide important insights to educational knowledge and the implications of randomized trials. However, in other cases, retrospective evaluations may give misleading results. As Glewwe et al. (2000) illustrates, in some settings, failure to exploit randomization could lead to spurious findings. In the case of flip-chart provision, non-randomized evaluations suggest that flip charts had large effects on student achievement; however, evaluations that took advantage of randomization did not show an effect.

Finally, internal and external validity must also be scrutinized in randomized evaluations. Administrative data may provide comprehensive follow-up and hence improve the internal validity of estimated effects. Systematic ways to improve the external validity of a particular educational reform must be considered when structuring educational reforms. External validity may be an important weakness of random experiments, although it may be overcome through a careful determination of the location and nature of the educational intervention.
Appendix: Political Economy Model of Project Implementation

In this model, consumers implement educational projects. Consumers attempt to maximize their lifetime utility subject to the cost of the project, as equation (4) shows:

$$\max \mathbb{E}\left[ \sum_{t=1}^{T} \beta^t u(S(I,t)) \right] \text{ subject to } \sum_{t=1}^{T} R^t C(I,t) \leq C \quad \text{(A1)}$$

where $\mathbb{E}[\cdot]$ denotes the expectation operator and $\beta$ is the rate of time preference. Individual’s utility is a function of the success of a program ($S$), which is drawn from a distribution whose variance increases with the size of a project ($I$). Success varies by the size of a project and over time. The budget constraint is such that the present discounted value of the cost of the project must be lower than the capacity of the economy to support it.

We can assume that the people’s utility increases with the success of a program but at a decreasing rate. This assumption implies that people will be risk averse. We can also make some reasonable assumptions about the nature of the success function. In particular, we can assume that success increases with the time that the program operates, and that the rate of increase in success also increases. Another way to phrase this assumption is that while it takes time to produce a successful program, over time a program can improve upon its weaknesses. We can write these assumptions as follows:

$$u'(S) > 0, \quad u''(S) < 0, \quad \frac{\delta E(S)}{\delta t} > 0, \quad \frac{\delta^2 E(S)}{\delta t^2} > 0 \quad \text{(A2)}$$

For simplicity, we can assume that there are two types of projects—Type A and Type B. Type A projects are often large-scale and slow to develop. They may not have large short-run effects, but their long-run effects may be greater than other projects. Type B projects are easy to implement and can succeed in the short run but may not be as effective in the long-run. Figure 1 in the text plots this relationship.

Time creates an obvious tension in this model. Because individuals are impatient, they will be reluctant to embark on Type A projects. Moreover, because individuals are risk averse and because the variance of project success increases over time, risk-averse individuals are less likely to embark on large projects: not only do they take too long, but there is a greater variance in the likelihood that they will succeed.
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Expanding Educational Opportunity on a Budget: Lessons from Randomized Evaluations

MICHAEL KREMER

Although there has been tremendous progress in expanding school enrollments and increasing years of schooling in recent decades, 113 million children of primary school age are still not enrolled in school (UNDP, 2003).¹

This paper reviews what has been learned from randomized evaluations of educational programs about how best to increase school participation. I first outline the intuition behind the important role of randomized evaluations in obtaining credible estimates of the impact of educational interventions, review other non-experimental methods of evaluation, and present some evidence on the biases that can arise with such non-experimental methods. I then discuss two types of programs that have been found to be extremely cost-effective and that could be implemented even within a very limited budget: school-based health programs and remedial education programs (that take advantage of available inexpensive sources of labor). I then outline a series of programs aimed at lowering the costs of school, or even paying students for attending school, that could be implemented if a higher level of financial support is available, and discuss the possibility of educational reform through school choice, which could be implemented given sufficient political will within a country. The paper concludes by drawing some general lessons about the contribution of randomized evaluations to understanding the cost-effectiveness of various interventions.

Given the widespread consensus on the importance of education and several existing reviews of the impact of education on income and other outcomes, this paper focuses not on the effects of education but on issues internal to the education system. The scope of this paper is also limited in that it does not address interventions intended to improve the quality of education, such as computer-aided instruction, unless these interventions cut costs and thus free resources that can be used to expand education.

¹. For information on the “Education for All” initiative (which involves numerous organizations including UNESCO, UNICEF, the European Commission, and the World Bank), see UNESCO (2000, 2002).
WHY THE RESULTS OF RANDOMIZED EVALUATIONS ARE VALUABLE

There are many difficulties inherent in evaluating the impact of educational programs, as discussed below. By avoiding many of the potential biases associated with other evaluation methods, randomized evaluations are able to offer clearer estimates of program impact.

The Program Evaluation Problem

Evaluations of educational interventions—if and when they do occur—are most often conducted as afterthoughts, and not as a planned part of the program. Thus, when an estimate of the impact of an educational intervention is available, the estimate is most often based on retrospective data that are generated by everyday (non-experimental) variation across schools and households. In retrospective studies, it is very difficult to address the essentially counterfactual questions: How would the individuals who participated in the program have fared in the absence of the program? How would those individuals who did not participate in the program have fared in the presence of the program?

The difficulties inherent in examining these questions are obvious. Consider a simple illustration: a program is implemented in Uganda that seeks to improve school enrollment rates by offering free school meals, the motivation being to create additional incentives for students to attend school, as well as to possibly impact other outcomes such as nutritional status. In theory, we would like to observe a given group of students in both the state of participating in the school meals program as well as the state of not participating, and keep all other factors (rainfall, economic shocks, etc.) equal. If the group of students could be observed in both states, the evaluation would be simple; we could compare the outcomes in each scenario and know exactly what the effects of the program were because all other factors were kept constant.

Given the impossibility of observing any group of students in both states, in practice we compare data on some set of outcomes (such as school enrollment rates) for program participants to data on the same set of outcomes for some similar group of individuals who were not exposed to the program. Obtaining credible estimates hinges critically on the establishment of this second group of individuals that is “similar” to the program participants. The idea is that this “comparison” group gives us an idea of what would have happened to the program participants (the “treatment” group) had they not been exposed to the program.

In practice it can be quite difficult to construct a credible comparison group retrospectively, because individuals who did not participate in a program are most often not a good comparison group for those who did; for example, participation may be voluntary or programs may be specifically placed in poor areas. Any differences between the treatment group and the comparison group can be attributed to two separate factors: pre-existing dif-
ferences (the “bias” term) and the actual impact of the program. Because we have no reliable way to estimate the size of this bias, we typically cannot decompose the overall difference between the treatment and comparison groups into a treatment effect and a bias term.

Bias could potentially occur in either direction: for example, estimates may be biased upward if programs are placed in areas that are more politically influential, or biased downward if programs are placed in areas that have particular problems attracting children to school. Bertrand, Duflo, and Mullainathan (2004) provide evidence that even controlling for pre-existing levels of outcome variables may not be sufficient to address such concerns.

This problem of bias in program evaluations can be addressed by carefully planning the evaluation in advance in order to construct a credible comparison group. In particular, the bias disappears if the treatment and comparison groups are selected randomly from a potential population of participants (such as individuals, communities, schools, or classrooms). In randomized evaluations we can be assured that, on average, individuals who are exposed to the program are not different, by more than chance variation, from those who are not, and thus that a statistically significant difference between the groups in the outcomes affected by the program can be confidently attributed to the program.

Other Techniques to Control for Bias

By construction, randomized evaluations address the bias problem discussed above. In part because randomized evaluations are not always possible to conduct, researchers (most notably labor economists) have made significant progress in developing alternative techniques that control for bias as well as possible, such as regression-discontinuity design, difference-in-difference techniques, and propensity score matching (see Angrist and Krueger, 1999; Card, 1999; and Meyer, 1995). However, each of these non-experimental methods rests on assumptions that cannot be tested, and in practice these techniques may contain large and unknown biases as a result of specification errors. LaLonde (1986) finds that many of the econometric procedures and comparison groups used in program evaluations did not yield accurate or precise estimates; econometric estimates often differed significantly from experimental results. Although Heckman and Smith (1995) argue that there have been important developments in non-experimental evaluation methods since LaLonde’s 1986 review, there is nonetheless strong evidence that in practice the results of randomized evaluations can be quite different from the estimates offered by other evaluation methods.

One strategy to control for bias is to attempt to find a control group that is as “comparable” as possible to the treatment group, at least along observable dimensions. This can be done by collecting as many covariates as possible and then adjusting the computed differences through a regression, or by “matching” the program and the comparison group through the formation of a comparison group that is as similar as possible to the program group. One such method, “propensity score matching,” first predicts the probability that a given
individual is in the comparison or the treatment group on the basis of all available observable characteristics, then forms a comparison group of people who have the same probability of being treated as those who were actually treated. The weakness of this method, as with regression controls, is that it hinges on the identification of all potentially relevant differences between treatment and control groups. In cases where the treatment is assigned on the basis of a variable that is not observed by the researcher (demand for the service, for example), this technique can lead to misleading inferences.

A second strategy is often called the “difference-in-difference” technique. When a sound argument can be made that, in absence of the program, trends in educational outcomes in regions receiving the program would not have differed from trends in regions not receiving the program, it is possible to compare the change in the variables of interest between program and non-program regions. However, this assumption cannot be tested. To ascertain its plausibility, one needs time series data from before the program was implemented to compare trends over a long period. One also needs to be sure that no other program was implemented at the same time, which is often not the case. Finally, when drawing inferences, one must take into account that regions are often affected by time-persistent shocks that may look like “program effects.” Bertrand, Duflo, and Mullainathan (2004) find that difference-in-difference estimations, as commonly performed, can severely bias standard errors: the researchers randomly generated placebo laws and found that with about twenty years of data, difference-in-difference estimates found an “effect” significant at the 5 percent level, for as many as 45 percent of the placebo laws.

In one example of where difference-in-difference estimates can be used, Duflo (2001) takes advantage of a rapid school-expansion program in Indonesia in the 1970s to estimate the impact of building schools on years of schooling attained and subsequent wages. Identification is possible because the allocation rule for the school is known (more schools were built in places with low initial enrollment rates), and because the cohorts participating in the program are easily identified (children twelve years or older when the program started did not participate in the program). The increased growth in years of schooling attained and wages across cohorts in regions that received more schools suggests that access to schools contributed to increased education. The trends, quite parallel before the program, shifted clearly for the first cohort exposed to the program, thus reinforcing confidence in the identification assumption. However, this identification strategy is not usually valid; often when the timing of a policy change is used to identify the effect of a particular policy, the policy change is itself endogenous to the outcomes it was meant to affect, thus making identification impossible (see Besley and Case, 2000).

Finally, a third strategy, called “regression-discontinuity design” (see Campbell, 1969) uses discontinuities that are generated by program rules in some cases to identify the effect of the program through a comparison of those who made it and those who “almost made it.” That is, if resources are allocated on the basis of a certain threshold, it is possible to compare those just above the threshold to those just below.
Angrist and Lavy (1999) use this technique to evaluate the impact of class size in Israel, where a second teacher is allocated every time the class size grows above 40. This policy generates discontinuities in class size when the enrollment in a grade grows from 40 to 41 (as class size changes from one class of 40 to one class each of size 20 and 21), 80 to 81, etc. Angrist and Lavy compare test scores in classes just above and just below this threshold, and find that those just above the threshold had significantly higher test scores than those just below. This difference can confidently be attributed to the class size because it is difficult to imagine that schools on both sides of the threshold have any other systematic differences. Discontinuities in program rules, when enforced, are thus sources of identification. However, such discontinuities are not often enforced strictly enough to generate discontinuities that can be used for identification purposes, especially in developing countries. For example, researchers attempted to use as a source of identification the discontinuity in a policy of the Grameen bank (the flagship microcredit organization in Bangladesh), which restricts lending to include only people who own less than one acre of land (Pitt and Khandker, 1998). In practice, Grameen bank lends to many people who own more than one acre of land, and there is no discontinuity in the probability for borrowing at the threshold (Morduch, 1998).

Identification problems with non-randomized evaluation methods must be tackled with extreme care because they are less transparent and more subject to divergence of opinion than are problems with randomized evaluations. Moreover, the differences between good and bad non-randomized evaluations are difficult to communicate, especially to policy makers, because of the many caveats that must accompany the results. These caveats may never be provided to policy makers, and even if they are provided they may be ignored. In either case, policy makers are likely to be radically misled. Although non-randomized evaluations will continue to be necessary, there should be a commitment to conduct randomized evaluations where possible.

**Evidence That the Results of Randomized Evaluations May Differ From Other Estimates**

Several studies from Kenya offer evidence that estimates from prospective randomized evaluations can substantially differ from estimated effects in a retrospective framework, which suggests that omitted variable bias is a serious concern. For example, a Kenyan study (Glewwe et al., 2004) examines the potential educational impacts of providing schools with flip charts, which are poster-sized charts with instructional material that can be mounted on walls or placed on easels. This intervention covered 178 primary schools, half of which were randomly selected to receive flip charts on topics in science, mathematics, geography, and health. Despite a large sample size and two years of follow-up data from a randomized evaluation, the estimated impact of flip charts on students’ test scores is very close to zero and completely statistically insignificant. This implies that the provision of flip charts had no effect on educational outcomes. In contrast, several conventional retrospective ordinary-least-squares (OLS) estimates, which presumably suffer from the
omitted variable biases as discussed, show impacts as large as 0.2 standard deviations, or 5–10 times larger than the estimates based on randomized trials.

As discussed below, similar disparities between retrospective and prospective randomized estimates have been found in studies of the impact of deworming in Kenya (Miguel and Kremer, 2003; 2004). These results are consistent with the findings of Glazerman, Levy, and Meyers (2002), who assess both prospective (experimental) and retrospective (non-experimental) methods in studies of welfare, job training, and employment-service programs in the United States, synthesizing the results of twelve design-replication studies. Their analysis finds that retrospective estimators often produce results dramatically different from the results of randomized evaluations and that the estimated bias is often large. They are unable to identify any strategy that could consistently remove bias and still answer a well-defined question. I am not aware of any systematic review of similar studies in developing countries.

**EFFECTIVE PROGRAMS FOR A LIMITED BUDGET**

In this section, I outline two categories of programs that have been found to be extremely cost-effective means of making progress towards universal basic education. First, I discuss evidence, gathered from randomized evaluations of school-based health programs in Kenya and India, that suggests that simple and inexpensive treatments for basic health problems such as anemia and intestinal worms can have dramatic impacts on increasing the quantity of schooling that students attain. Second, I discuss the results of the randomized evaluation of a remedial education program in India that has been found to be an extremely cost-effective means of delivering education, particularly for weak students.

It is worth briefly defining the terminology of “school participation” as used in this paper. In developing countries, many pupils attend school erratically and the distinction between a frequently absent pupil and a dropout is often unclear. Attendance rates can vary dramatically among individuals, and thus large differences in the quantity of schooling would be overlooked by considering only years of schooling. One attractive way to incorporate wide variation in attendance when measuring the quantity of schooling is to focus on a more comprehensive measure of schooling, often called “participation.” For any child, participation is defined as the proportion of days that he or she is present in school to the number of days that the school is open, over a given period (e.g., Miguel and Kremer, 2004). This can be applied over one or more years, or just for a few days for which reliable data are available.

---

2. Two recent studies not included in the analysis of Glazerman, Levy, and Meyers (2002) are those of Buddleymeyer and Skoufias (2003) and Diaz and Handa (2003). Both studies use randomized evaluation results as a benchmark to examine the performance of non-experimental methods (regression-discontinuity design and propensity score matching, respectively) for evaluating the impact of the PROGRESA program, discussed below. They find that appropriate methods provide an accurate analysis in these cases, but it is not clear that appropriate methods could have been selected ex ante.
Participation differs from attendance because attendance is usually defined only for children officially enrolled in school, whereas participation includes all children in the appropriate age range.

**School-Based Health Programs**

Poor health may limit school participation, especially in developing countries. Intestinal helminths (such as hookworm, roundworm, whipworm, and schistosomiasis) affect a quarter of the world’s population, and are particularly prevalent among school-age children. Moderate-to-severe worm infections can also lead to iron deficiency anemia, protein energy malnutrition, and undernutrition. Below, I review evidence from the evaluations of school-based health programs in Kenya and India.

Available low-cost, single-dose oral therapies can reduce hookworm, roundworm, and schistosomiasis infections by 99 percent (Butterworth et al., 1991; Nokes et al., 1992; Bennett and Guyatt, 2000), and the World Health Organization (WHO) has endorsed mass school-based de-worming programs in areas with high helminth infections. Miguel and Kremer (2004) examine the impact of a twice-yearly primary school de-worming program in western Kenya, where the prevalence of intestinal worms among children is very high (with an estimated 92 percent of pupils having at least one helminth infection). The de-worming program was implemented by a Dutch non-governmental organization (NGO), Internationaal Chistelijk Steunfonds (ICS) Africa, in cooperation with a local District Ministry of Health office. Due to administrative and financial constraints, the health intervention was randomly phased in over several years.

The authors find that child health and school participation improved not only for treated students but also for untreated students at treatment schools (measurable because 22 percent of pupils in treatment schools did not receive de-worming medicine) and untreated students at nearby non-treatment schools due to reduced disease transmission. Previous studies of the impact of de-worming fail to account for potential externalities, and Miguel and Kremer use two approaches to address identification issues that arise in the presence of these disease-reduction externalities. First, randomization at the level of schools allows them to estimate the overall effect of de-worming on a school even if there are treatment externalities among pupils within treatment schools. Second, cross-school externalities—the impact of de-worming for pupils in schools located near treatment schools—are identified using exogenous variation in the local density of treatment-school pupils generated by the school-level randomization.

Using this methodology, the authors find the direct effect of the de-worming program, including within-school health externalities, led to a 7.5 percent average gain in primary school participation in treatment schools, a reduction in absenteeism of at least 25 percent. Including the cross-school externalities, the authors find that de-worming increased schooling by 0.15 years per pupil treated; decomposed into an effect of the treatment on the students treated and a spillover effect, school participation on average
increased by 7.5 percent among pupils in treatment schools and by 2 percent among pupils in comparison schools. Including these externality benefits, the cost per additional year of school participation gained is only $3.50, making de-worming an extremely cost-effective method of increasing school participation.

Bobonis, Miguel, and Sharma (forthcoming) also find evidence that school-based health programs can have substantial impacts on school participation. Iron deficiency anemia is another of the world’s most widespread health problems, affecting approximately 40 percent of children in African and Asian settings (Hall et al., 2001). Bobonis et al. evaluate the impact of an NGO project in the slums of Delhi, India that delivers iron supplementation, de-worming medicine, and vitamin A supplements to 2–6 year old preschool students (an intervention that costs only $1.70 per child per year). Before the start of the project, 69 percent of children in the sample were anemic and 30 percent suffered from worm infections. Similar to the Kenyan de-worming program, the Delhi program was phased in randomly—in this case reaching 200 preschools over a period of two years. The authors found a sharp increase of 5.8 percent in preschool participation rates, a reduction in preschool absenteeism of roughly one-fifth. Effects were most pronounced for girls and children in areas of low socioeconomic status. The study also found large weight gains (roughly 1.1 pounds on average) within the first five months of the project. In combination with the findings from the Kenyan de-worming program, these results provide compelling evidence that school-based health programs can very cost-effectively increase school participation in low-income countries.

These findings raise an important question: if school health programs can increase the quantity of schooling, how can such programs best be implemented in developing countries? Some contend that reliance on external financing of medicine is not sustainable and instead advocate health education, water and sanitation improvements, or financing the provision of medicine through local cost sharing. Kremer and Miguel (2003) analyze several de-worming interventions, including numerous “sustainable” approaches, such as cost sharing, health education, verbal commitments (a mobilization technique), and improvements in sanitation. They examine all except the sanitation efforts using randomized evaluations. Overall, their results suggest that there may be no alternative to continued subsidies for de-worming. The “sustainable” public health strategies of health education, community mobilization, and cost recovery were ineffective. For example, a small increase in the cost of the de-worming drugs led to an 80 percent reduction in take-up, relative to free treatment. On the other hand, provision of free de-worming drugs led to high drug take-up and large reductions in serious worm-infection rates. Miguel and Kremer find that the benefits of the health externalities alone are sufficient to justify not only fully subsidizing de-worming treatment, but also paying people to receive treatment.

In light of the preceding discussion of problems that arise with retrospective evaluation methods, I note that Miguel and Kremer (2004) find significant disparities between retrospective and prospective estimates of the de-
worming project. For example, Miguel and Kremer estimate that students who were moderately or heavily infected in early 1999 had 2.8 percent lower school participation from May 1998 to March 1999. In contrast, an instrumental-variable specification (which imposes the condition that all gains in school participation result from changes in measured worm-infection status) suggests that each moderate-to-heavy infection leads to 20.3 percent lower school participation on average. The authors note several reasons why the instrumental-variable estimates are substantially larger, including issues with recurring infection, accounting for complementarities in school participation, and measurement error.

**Remedial Education Programs**

Many developing countries have substantial numbers of educated, unemployed young people who could be cheaply hired to provide supplemental or alternative instruction in schools. Pratham, an Indian NGO, implemented a remedial education program in 1994 that now reaches over 161,000 children in twenty cities. Motivated by the belief that children often drop out of school because they fall behind and feel lost in class, the program hires young women from the communities to provide remedial education in government schools. These women, the “Balsakhis,” have the equivalent of a high school degree and are from the slum communities in which the schools are located. The Balsakhis teach children who have reached grade 2, 3, or 4 but have not mastered the basic grade 1 competencies. Children identified as lagging behind are pulled out of the regular classroom for two hours a day to receive this instruction.
Pratham wanted to evaluate the impact of this program, one of the NGO’s flagship interventions, as they looked simultaneously to expand it. Expansion into a new city, Vadodara, provided an opportunity to conduct a randomized evaluation (Banerjee, Cole, Duflo and Linden, 2005). In the first year (1999–2000), the program expanded to forty-nine (randomly selected) of the 123 Vadodara government schools. In the following school year, the program expanded to all schools, but half received a remedial teacher for grade 3, and half received a teacher for grade 4. Grade 3 students in schools that received teachers for grade 4 served as the comparison group for grade 3 students who were directly exposed to the program. A similar intervention was conducted simultaneously in a district of Mumbai, where half the schools received the remedial teachers in grade 2, and half received teachers in grade 3. The program continued for an additional year, with each school switching the grade level to which the teacher was assigned. The program was thus conducted in several grades, in two cities, and with no school feeling that they were deprived of resources relative to others, because all schools participated in the program. After two years the program increased student test scores by 0.39 standard deviations, on average. Moreover, the gains were largest for children at the bottom of the distribution: those in the bottom third gained 0.6 standard deviations after two years. The impact of Pratham’s program is increasing over time, and is very similar across cities and regardless of gender. The educational impact of the program, combined with data on the costs of teachers, suggests that hiring remedial education teachers from the community (at a cost of one or two dollars per child per year) appears to be twelve to sixteen times more cost-effective than hiring new teachers.

The positive effects of the program on children’s academic achievement is remarkably stable across years and across cities, especially when the instability of the environment is considered—namely, that there was a major riot and catastrophic earthquake while the evaluation was being implemented. In their analysis, the authors carefully take into account these events, as well as their impacts on measures such as attrition, and treat that year of the program as a pilot program.

| Table 1: Balsakhi Remedial Education Program in India: Estimated Cost Comparison of Balsakhis and Primary School Teachers in Mumbai. The costs of hiring Balsakhis is notably lower than the costs of hiring primary school teachers, both in terms of cost in rupees per month and in terms of rupees per student. |
|---|---|---|
| Balsakhi | Rupees per month | Rupees per student |
| Year 1 | 500 | 54 |
| Year 2 | 750 | 62 |
| Primary school teachers | Years 1 & 2 | 7500 | 1318 |

Several sources of evidence suggest that reducing the costs of education—or taking the further step of paying students to attend school—may significantly improve participation rates. In many developing countries, school fees and required inputs such as uniforms create significant private costs of education for parents. For example, in Kenya parents have historically been required to purchase uniforms that cost about $6, a substantial expense in a country with a per capita income of around $340.

One might assume that a simple way to increase the quantity of schooling would be to reduce the cost of school or to pay students for school attendance. However, there is significant debate over the desirability of school fees. Proponents argue that fees are necessary to finance inputs, that they increase parental participation in school governance, and that the price elasticity of the demand for schooling is low (Jimenez and Lockheed, 1995). Opponents argue that school fees prevent many students from attending school and cite dramatic estimates from sub-Saharan Africa. When free schooling was introduced in Uganda in 1997, primary school enrollment reportedly doubled from 2.6 to 5.2 million children (Lokshin, Glinskaya, and Garcia, 2000); when primary school fees were eliminated in Tanzania in 2002, initial estimates were that 1.5 million students (primarily girls) reportedly began attending primary school almost immediately (Coalition for Health and Education Rights, 2002); and when Kenyan President Mwai Kibaki eliminated primary school fees in late 2002, the initial response was reportedly a massive influx of new students (Lacey, 2003). Although the elimination of school fees undoubtedly generated large increases in enrollments, the magnitude of the numbers cited in these journalistic accounts should be taken with a grain of salt for a number of reasons: the underlying data on which they are based are often unclear; free schooling is sometimes announced simultaneous to other policy initiatives; and free schooling is often accompanied by a program that replaces school fees with per-pupil grants from the central government, which creates incentives for schools to overreport enrollments.

Evidence from several recent randomized evaluations suggests that programs designed to increase participation rates through a reduction in the costs of schooling, or even payments to students to attend school, can be effective. Below, I review evidence from the Mexican PROGRESA program as well as from a series of educational interventions in Kenya, including a school meals program, a program that provided school uniforms (among other inputs), and a girls’ scholarship program.

Mexico’s PROGRESA Program

The PROGRESA program in Mexico distributed cash grants to women, conditional on their children’s school attendance and participation in preventa-
tive health measures (nutrition supplementation, health care visits, and health education programs). When the program was launched in 1998, officials in the Mexican government took advantage of the fact that budgetary constraints limited their ability to reach the 50,000 potential participant communities of PROGRESA immediately. They instead started with 506 communities, half of which were randomly selected to receive the program while baseline and subsequent data were collected in the remaining communities (Gertler and Boyce, 2003). Another reason for this system of implementation was that it increased the probability of the program's continuation through shifts in political power, as proponents of PROGRESA understood that it would require continuous political support to be scaled up successfully.

The task of evaluating the program was given to academic researchers through the International Food Policy Research Institute (IFPRI), who made the data accessible to numerous researchers. A number of papers have been written on PROGRESA's impact, most of which are accessible on the IFPRI website. The evaluations show that the program was effective in improving both health and education; in a comparison of PROGRESA participants and non-participants, Gertler and Boyce (2003) find that children on average had a 23 percent reduction in the incidence of illness, a 1–4 percent increase in height, and an 18 percent reduction in anemia. Adults experienced a reduction of 19 percent in the number of days lost due to illness. Schultz (2004) finds an average 3.4 percent increase in enrollment for all students in grades 1 through 8; the increase was largest among girls who had completed grade 6, at 14.8 percent.

School Meals Programs

In some contexts, the success of conditional transfers such as those awarded through the PROGRESA program may be undermined if the people administering the program do not enforce the conditionality in practice (Sen, 2002). In these circumstances, school meals may provide a stronger incentive to attend school because children must come to school to participate.

Government-subsidized school meals have been provided in India, Bangladesh, Brazil, Swaziland, and Jamaica in order to increase both enrollment and attendance (World Food Programme, 2002). Proponents of school meals also claim that school meals can increase both the quantity of schooling and academic performance by improving child nutrition. Critics argue that families may reduce resource allocation to children who receive school meals; however, if this were the case, school meals would still serve as an incentive for families to send children to school. Moreover, a retrospective study (Jacoby, 2002) from the Philippines suggests that parents do not reduce food provided at home in response to school feeding programs (see also Long, 1991, and Powell et al., 1983).

Vermeersch and Kremer conducted a randomized evaluation of the impact of school meals on participation in Kenyan preschools, and Vermeersch and Kremer (2004) find that school participation was 30 percent greater in the 25 Kenyan preschools where a free breakfast was introduced than in the 25 comparison schools. There was some evidence that the provi-
tion of meals cut into instruction time. In schools where the teacher was relatively well trained prior to the program, the meals program led to higher test scores (0.4 of a standard deviation) on academic tests. There were no effects on tests of general cognitive skills, which implies that the school meals program did not improve children’s nutritional status and that the academic test-score increases were likely due to the increase in time spent in school.

Provision of School Uniforms

Kremer et al. (2002) conducted a randomized evaluation of a program in rural Kenya in which ICS Africa provided uniforms, textbooks, and classroom construction to seven schools that were randomly selected from a pool of fourteen poorly performing schools. Dropout rates fell considerably in the seven schools that were randomly selected to participate in the program, and after five years pupils in those schools had completed about 15 percent more years of schooling. In addition, many students from nearby schools transferred into program schools, raising class size by 50 percent. This outcome suggests that students and parents were willing to trade substantially larger class sizes for the benefit of free uniforms, textbooks, and improved classrooms. The authors argue that the main reason for the increase in years of schooling was most likely the financial benefit of free uniforms. A separate randomized evaluation of a program which provided textbooks in Kenya (Glewwe et al., 2003) shows that textbooks had almost no impact on the quantity of schooling, and although new classroom construction may have had an impact, the first new classrooms were not built until the second year of the program, whereas dropout rates fell dramatically in the first year. It is

Figure 2: Kenyan School Uniform, Textbook, and Classroom Construction Program: Program Effect on Grades Advanced and Years Enrolled. Given that the schools receiving the program were randomly selected, this graph illustrates the program effect by reporting the differences between the treatment and comparison groups over time.

Source: Kremer, Moulin, and Namunyu (2002).
possible in theory that anticipation of later classroom construction affected participation, but the authors note that the presence of effects for students in the upper grades, who would have finished school by the time the classrooms were built, casts doubt on this argument.

**Girls’ Scholarship Programs**

In many countries there are significant gender disparities in access to education. It is estimated that about 56 percent of the 113 million school-age children not in school are girls, and in low-income countries there is a 9 percent gender gap in primary gross enrollment rates and a 13 percent gender gap at the secondary level (UNESCO, 2002). In sub-Saharan Africa, some studies estimate that barely 50 percent of girls complete primary school (Carceles, Fredriksen, and Watt, 2001). The question of how to increase enrollment rates of girls in primary and secondary schools in developing countries is often especially important.

There is some evidence that the elasticity of demand for schooling may be higher for girls than for boys, so policies and programs that do not specifically target girls may still result in greater increases in school participation for girls than for boys. Both Schultz (2004) and Morley and Coady (2003) find this trend in the evaluations of PROGRESA.

The alternative is to implement programs that specifically target girls. Kremer, Miguel, and Thornton (2004) conducted a randomized evaluation of the Girls’ Scholarship Program, which was introduced in rural Kenya in late 2001 to enhance girls’ education. From a set of 128 schools, half were ran-

| Table 2: Girls’ Scholarship Program: Impact on School Attendance, Busia |
|-------------------------------|---------------------------------|---|
| **Dependent variable: Attendance in 2001, 2002 (boys and girls)** | **0.05*** |
| **Program school** | (0.02) |
| Program impact | **Cohort 1 (2001)** | 0.06 |
| | | (0.04) |
| | **Cohort 2 (2002)** | 0.01 |
| | | (0.02) |
| Post-program impact | **Cohort 1 (2002)** | 0.02 |
| | | (0.02) |
| Pre-program impact | **Cohort 2 (2001)** | 0.10*** |
| | | (0.05) |
| **Dependent variable: Teacher attendance in 2002** | **0.05*** |
| **Program school** | (0.02) |
| Notes: All estimates are ordinary least squares (OLS) estimates, marked as significantly different than zero at 90 percent (*), 95 percent (**), and 99 percent (***). Huber robust standard errors are in parentheses.
domly chosen to be eligible for the program. The program consisted of a merit-based scholarship—one portion, intended for school fees, paid directly to the school and a second portion, intended for school supplies and uniforms, paid to the family—that rewarded girls in two districts of Western Kenya who scored in the top 15 percent on tests administered by the Kenyan government.

In the Busia district, the scholarship reduced student absenteeism by approximately 40 percent. Across all districts participating, the program increased the average probability of school attendance by 6 percent among girls in the first cohort of the program. It had a pre-program effect of 10 percent among girls in the second cohort in the year prior to their eligibility for the scholarships, possibly due to anticipation of the future scholarship opportunities or through peer effects. In addition, the test scores of girls eligible for the scholarship increased, by 0.2 standard deviations, as a result of the program. Moreover, schools offering the scholarship had significantly higher teacher attendance after the program was introduced, and scholarship winners were 7 percent more likely to rate themselves as a “good student” than girls who did not win scholarships.

OTHER EDUCATIONAL REFORMS: SCHOOL CHOICE

Given sufficient political will within a country, another possible educational reform aimed towards increasing enrollment is that of school choice. Angrist et al. (2002) examine the effects of Colombia’s voucher program on education outcomes. The program offered vouchers to attend private secondary schools to over 125,000 students from poor, urban neighborhoods. In most communities the demand for vouchers exceeded the supply, so voucher eligibility was determined by a lottery, generating a natural experiment. Data were collected from 1600 applicants for the vouchers (primarily from Bogota) three years after they had started high school. The sample was stratified so that half those sampled were lottery winners and half were lottery losers. Angrist and his co-authors find that lottery winners were 15–20 percent more likely to be in private schools, 10 percent more likely to complete grade 8, and that they scored 0.2 standard deviations higher on standardized tests than non-winners, equivalent to a full grade level.

A number of channels could account for the impact of the vouchers. First, lottery winners were more likely to have attended participating private schools, and these schools may be better than public schools. Second, vouchers allowed some pupils who would have attended private schools in the absence of vouchers to attend more expensive schools. Finally, voucher recipients who failed a grade risked losing their voucher, which increased the incentive to these students to devote more effort to school. The authors also find that vouchers affected noneducational outcomes: lottery winners worked less than lottery losers and were less likely to marry or cohabit as teenagers. Analysis of the economic returns to the additional schooling
The benefits likely greatly exceeded the $24 per winner additional cost to the government of supplying vouchers instead of public school places.

Angrist, Bettinger, and Kremer (forthcoming) suggest that the vouchers not only had significant effects on the short-run outcomes of recipients, but that their impact also persisted over time. Using administrative records of registration and test scores for a centralized college-entrance examination, the authors find that lottery winners were 7–8 percent more likely to take the university entrance exam (a good predictor of high school graduation given that 90 percent of all high school graduates take the exam), an increase of 15–20 percent in the probability of taking the exam. The authors also find an increase of 0.33 standard deviations in language test scores. Overall, these results point to a substantial gain in both high school graduation rates and achievement as a result of the voucher program. The size and persistence of these impacts suggest the voucher program was cost-effective.

Table 3: Colombia School Vouchers Program: Effects of the Bogota 1995 Voucher Lottery

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Coefficient on ever having used a private school scholarship (Bogota 1995 voucher lottery)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Non-lottery winner’s mean</td>
</tr>
<tr>
<td>Highest grade completed</td>
<td>7.5 (0.965)</td>
</tr>
<tr>
<td>In school</td>
<td>0.831 (0.375)</td>
</tr>
<tr>
<td>Total repetitions since lottery</td>
<td>0.254 (0.508)</td>
</tr>
<tr>
<td>Finished 8th grade</td>
<td>0.632 (0.483)</td>
</tr>
<tr>
<td>Test scores (total points)</td>
<td>-0.099 (1.00)</td>
</tr>
<tr>
<td>Married or living with companion</td>
<td>0.016 (0.126)</td>
</tr>
</tbody>
</table>

Source: Angrist et al. (2002).

Notes: Results are from models which control for city, year of application, whether applicant had access to a phone, age, type of survey and instrument, strata of residence, and month of interview. Standard deviations are reported in parentheses for the non-lottery winner’s means, and robust standard errors are reported in parentheses for the OLS and two-stage least squares (2SLS) columns. As relevant, estimates are marked as significantly different than zero at 90 percent (*), 95 percent (**), and 99 percent (***) confidence.
pants if public schools may respond positively to increased competition. The available evidence from retrospective evaluations suggests the second effect, namely that public schools may indeed respond positively to increased competition (for evidence from retrospective studies in the United States, see Hoxby, 2000 and Bettinger, 2001). Two recent studies analyze this issue in the context of Chile's nationwide school-choice program. The first study, Hseih and Urquiola (forthcoming), finds that private enrollment rates negatively affect the relative test scores, repetition rates, and socioeconomic status of students in public schools; however, the authors’ retrospective fixed-effects estimation strategy is likely problematic given that private schools entered exactly where public schools were weak. The second study, Gallego (2005), analyzes the same Chilean school-choice program using a more credible instrumental variables estimation strategy, and finds that the entry of voucher schools has positive and statistically significant effects on test scores of both public and voucher school students. Such general equilibrium effects cannot be assessed by comparing lottery winners and non-winners, but both authors note that any negative external effects on non-participants would have to be extraordinarily large to outweigh program benefits.

LESSONS

Several broad lessons can be drawn about the role of randomized evaluations in education policy, which I detail below. In addition, I briefly address some critiques of randomized evaluations that are frequently raised.

Costs

As is clear from the examples discussed in this paper, randomized evaluations are feasible and have been conducted successfully—they are labor intensive and costly, but no more so than other data-collection activities. The randomized evaluations discussed in this paper were conducted in concert with programs implemented by NGOs, and the cost-benefit estimates discussed include the costs to NGOs of program implementation.

Conducting evaluations in conjunction with NGOs has a variety of benefits. Once an evaluation staff is trained, they can work on multiple projects. Because data collection is the most costly element of these evaluations, cross-cutting the sample can also dramatically reduce costs. For example, many of the programs seeking to increase school participation and learning were implemented in the same area, by the same organization. Of course, this approach must consider potential interactions between programs, which can be estimated if the sample is large enough, and may be inappropriate if one program makes the schools atypical. Another advantage of working with NGOs is that conducting a series of studies in the same area (such as the series recently conducted in Kenya) enhances comparability by allowing researchers to compare the cost-effectiveness estimates of different interventions in the same setting.
External Validity

Without a theory to explain why a program has the effect it has, it may be unwarranted to generalize from one well-executed randomized evaluation. However, similar issues of generalizability arise no matter what evaluation technique is used. One way to determine whether a program's effects can be generalized is to encourage adapted replications of randomized evaluations in key domains of interest in several different settings. Although it will always be possible that a program unsuccessful in one context would have been successful in other adapted replications, replication of evaluations, if guided by a theory of why the program was effective, will go a long way toward alleviating concerns about generalizability.

The results of the first phase of a project often may be difficult to interpret because of circumstances that are unique to the first phase. If the project is unsuccessful, it may be because it faced implementation problems that could be avoided in later phases of the project; if the project is successful, it may be because more resources were allocated to it than would have been under a more realistic situation or in a less favorable context. Even if the choice of comparison and treatment groups ensures internal validity of estimates, the external validity of any method of evaluation may be problematic due to the specific circumstances of implementation—the results may not be able to be generalized to other contexts. Problems specific to randomized evaluations include the members of the treatment group changing their behavior (known as the Hawthorne effect) and members of the comparison group having their behavior affected (known as the John Henry effect) as a result of participation in the randomized evaluation.

Some of these concerns can be addressed by implementing adapted replications of successful (and potentially unsuccessful) programs in different contexts. Adapted replications present two advantages: first, in the process of “transplanting” a program, circumstances change, and robust programs will show their effectiveness by surviving these changes; second, obtaining several estimates in different contexts will provide some guidance about whether the impacts of the program are notably different in different groups. Replication of the initial phase of a study in a new context does not necessarily entail a delay in the full-scale implementation of a program if the latter is justified on the basis of existing knowledge. More often than not, the introduction of a program must proceed in stages, and the evaluation only requires that participants be moved into the program in random order. Even within a single study, it is possible to check whether program effects vary with covariates; for example, a program may have differential effects in small and large schools.

One example of adapted replication is the work in India of Bobonis, Miguel, and Sharma (forthcoming) who, as discussed previously, conducted an adapted replication of the de-worming study in Kenya. The baseline revealed that, although present, the levels of worm infection were substantially lower than in Kenya (in India, “only” 27 percent of children suffer from
some form of worm infection). However, 70 percent of children had moderate-to-severe anemia; thus, the program was modified to include iron supplementation. The program was administered through a network of preschools in urban India. After one year of treatment, the researchers found a nearly 50 percent reduction in moderate-to-severe anemia, large weight gains, and a 7 percent reduction in absenteeism among 4–6 year olds (but not for younger children). This supports the conclusion of the de-worming research in Kenya (Miguel and Kremer, 2004) that school health programs may be one of the most cost-effective ways of increasing school participation and, importantly, suggests that this conclusion may be relevant in low-income countries outside of Africa.

A different external validity issue is that randomized evaluation may be unable to accurately predict the cost of a program if it were implemented on a broader scale. For example, if a program initially implemented by an NGO were scaled up, the relative increase or decrease in costs might be unclear due to issues of corruption, overhead, or supervision.

**Issues That Can Affect Both Randomized and Retrospective Evaluations**

Sample-selection bias, attrition bias, subgroup variability, and spillover effects can affect both randomized and retrospective evaluations. In the author’s opinion, it is often easier to correct for these limitations when conducting randomized evaluations than when conducting retrospective studies.

Sample-selection problems could arise if factors other than random assignment influence program allocation. Even if randomized methods have been employed and the intended allocation of the program was random, the actual allocation may not be. For example, parents may attempt to move their children from a class or school without the program to one with the program. Conversely, individuals allocated to a treatment group may not receive the treatment (for example, because they decide not to take up the program). This problem can be addressed through intention-to-treat (ITT) methods or by using random assignment as an instrument of variables for actual assignment. The problem is much harder to address in retrospective studies because it is often difficult to find factors that plausibly affect exposure to the program that would not affect educational outcomes through other channels.

A second issue affecting both randomized and retrospective evaluations is differential attrition in the treatment and the comparison groups, where participants in the program may be less likely to move or otherwise drop out of the sample than non-participants. At minimum, randomized evaluations can use statistical techniques to bound the potential bias and can attempt to track down individuals who drop out of the sample (e.g. administer tests to students who have dropped out of school), which is often not possible with retrospective evaluations.

A third issue is subgroup variability, the possibility that a program will affect some individuals more than others. The issue of subgroup variability is important, but plausible theoretical mechanisms for its presence often exist. For example, Glewwe et al. (2003) find no evidence that provision of the offi-
cial textbooks issued by the Kenyan government increased scores for the typical student. However, they do find evidence that textbooks led to higher test scores for the subset of students who scored well on a pretest. The authors note that English, the language both of instruction in Kenyan schools and of the textbooks, was the third language for most pupils. They cite evidence that many weaker pupils likely had difficulty reading the books.

Fourth, programs may create spillover effects on people who have not been treated. These spillovers may be physical, as found for the Kenyan de-worming program. De-worming interferes with disease transmission and thus makes children in treatment schools—and in schools near treatment schools—less likely to have worms, even if they were not themselves given the medicine. Spillovers may also operate through prices: Vermeersch and Kremer (2004) find that provision of meals in some schools led other schools to reduce school fees. Finally, there might also be learning and imitation effects (Duflo and Saez, 2003; Miguel and Kremer, 2003).

If spillovers are global (for example, due to changes in world prices), identification of total program impacts will be problematic with any methodology. However, if spillovers are local, randomization at the level of groups can allow estimation of the total program effect within groups and can generate sufficient variation in local treatment density to measure spillovers across groups. For example, the solution in the case of the de-worming study was to choose the school (rather than the pupils within a school) as the unit of randomization, and to look at the number of treatment and comparison schools within neighborhoods. Of course, this requires a larger sample size.

One limitation of randomized evaluations is that the evaluation itself may cause the Hawthorne effect or John Henry effect. Although these effects are specific to randomized evaluations, similar effects can occur in other settings. For example, the provision of inputs could temporarily increase morale among students and teachers, which could improve performance. Although this would create problems for randomized evaluations, it would also create problems for fixed-effect or difference-in-difference estimates.

A final issue is that the program may generate behavioral responses that would not occur if the program were generalized. For example, children may switch into a school that is provided additional inputs. This may affect the original pupils by increasing class size, if class size affects the outcome of interest. Nationwide adoption of the policy would not have this effect.

Although randomized evaluation is not a bulletproof strategy, potential biases are well known and can often be corrected. This stands in contrast to most other types of studies, where the bias due to non-random treatment assignments could be either positive or negative, and cannot be estimated.

CONCLUSIONS AND AVENUES FOR FURTHER WORK

As illustrated by the substantive examples discussed above, a number of educational interventions have been shown to expand school participation quite effectively. Randomized evaluations of school-based health programs and
remedial education programs suggest that these are extraordinarily cost-effective means of increasing the quantity of schooling attained in developing countries. Programs that reduce the cost of schooling or provide incentives for school attendance—whether implicitly, through school meals, or explicitly, through conditional grants—have been shown to have sizable impacts on school participation. Finally, school choice seems to have increased educational attainment in Colombia.

Randomized evaluations are needed on other means of increasing school participation rates, as there are a number of other promising avenues through which significant progress towards universal basic and secondary education can be made. For example, a recent study suggests that great potential likely exists on the margin of decreasing teacher absenteeism. A new representative survey of primary schools in India indicates that 25 percent of teachers in government primary schools are absent on a typical day. Two key interventions could take advantage of randomized evaluations: increasing community control in various ways (i.e., increasing the powers of parent-teacher associations) and increasing the frequency and quality of inspections, which preliminary evidence suggests can reduce teacher-absence rates.
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